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Abstract. During catastrophe, detecting tweets associated to the target incident is an exigent task. Sen-
timent analysis is one kind of the study of sentiments shared by diverse users in social networking sites
like, Twitter, Facebook, etc., on various social phenomena. In this article, analysis of sentiments on
thousands of tweets collected for the period of July to August 2020 and May 2021 to June 2021 on the
ongoing pandemic of COVID-19 is carried out. By adopting the majority voting idea one novel ensemble
learning model is proposed to classify the tweets into negative, neutral, and positive groups. Data pre-
processing, polarity and other various analysis techniques are applied on the COVID-19 related tweets.
By applying TF-IDF with unigram and bigram approaches text features are extracted and five machine
learning models such as Naïve Bayes (NB), logistic regression (LR), K nearest neighbour (KNN), de-
cision tree (DT) and random forest (RF) are judiciously combined to build an ensemble learning model.
Experimental results suggest that on both the feature extraction approaches i.e., on unigram and bigram,
proposed model has performed better than the other compared models. With 70%–30% train-test set,
proposed model is able to achieve an accuracy of 94.94% to classify the tweets into various categories.
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1 Introduction

Everyone is aware of the coronavirus disease of 2019
(COVID-19), the pandemic is taking a toll on the
world’s health care infrastructure as well as the so-
cial, economic, and psychological well-being of hu-
manity. COVID-19 was declared as pandemic by World
Health Organization (WHO) [3] on 13 March, 2020. As
per WHO (https://covid19.who.int/), till 29 September
2021 there have been at least 233,592,026 confirmed in-
fected cases and more than 4,779,704 confirmed death
cases in the COVID-19 pandemic. As of 29 September
2021, a total of 5,924,819,985 vaccine doses have been
administered. Due to such catastrophe situation differ-
ent people have gone through several mental trauma,
and leads to depression [17]. During this pandemic
circumstance, the government is forced to framed new

policies such as stay at home & stay safe, work from
home, social distancing, restrictions on movement of
individuals, wearing of mask as mandatory etc. There-
fore, the number of active users on internet has in-
creased dramatically. People are engaging themselves
most of their time in social media platform such as
Facebook, Twitter etc. But it would be better if via the
social media useful information get reach to the people,
as people share their thoughts and share different tweets
or posts [19]. In the domain of artificial intelligence
(AI) and natural language processing (NLP), sentiment
analysis or opinion mining is used to detect the opinion
or mood of different sentences which are in the form
texts as negative, neutral, and positive [4, 20, 8].

However, the attitude and feelings comprise an es-
sential part in evaluating the behavior of an individ-

INFOCOMP, v. 20, no. 2, p. 01-14, December, 2021.

rubul.bania@gmail.com/rubul.bania@nehu.ac.in


Bania et al. Heterogeneous Ensemble Learning Framework for Sentiment Analysis on COVID-19 Tweets 2

ual that is known as sentiments. These sentiments can
further be analyzed towards an entity, known as senti-
ment analysis or opinion mining. By using sentimental
analysis techniques, we can interpret the sentiments or
emotions of others and classify them into different cat-
egories such as negative, neutral, and positive which
may help an organization to know people’s emotions
and act accordingly [4, 20, 8]. However, this analy-
sis depends on its expected outcomes, e.g., analyzing
the text depending on its polarity and emotions. By
incorporating the recent advance computational tech-
niques from the domain of Natural language process-
ing (NLP), and machine learning different researchers
have developed computational models which can ana-
lyzed the sentiments towards the COVID-19 pandemic
tweets [12].

In the machine learning and statistical analysis field
of research, ensemble learning is a very powerful and
robust tool [6]. This technique involves by merging
of decision of multiple experts or classifiers; as it is
based on the proverb “two brains are better than one".
Ensemble models for supervised learning has two es-
sential steps; the first step involves for selecting a set
of different learning models known as the base mod-
els and in the second step is to judicious combination
of the results. Moreover, in the literature there are two
basic approaches available viz., homogeneous and het-
erogeneous ensemble learning model [18, 6]. In ho-
mogenous technique, the members of the base models
have a single-type base learning algorithm. Some pop-
ular methods such as bagging and boosting generate di-
versity by sampling from the training sets but utilize a
single type of base classifier to build the final ensem-
ble model. On the other hand, heterogeneous ensemble
consists of members having different base learning al-
gorithms. Thus, this technique use different fine-tunes
classification algorithms. Through using the ensemble
technique, the risk of over-fitting can be reduced.

In this article, initially by leveraging a set of tools
(Twitter’s search application programming interface
(API)), Tweepy Python library and by using a set of
hashtags thousands of English language tweets are ex-
tracted. From the Kaggle dataset repository for the pe-
riod of 25/07/2020 to 29/08/2020, one dataset is pre-
pared. Then tweets for the month of May and June
2021 are also scarped and another dataset is also pre-
pared. Thereafter, one novel heterogeneous majority
voting-based ensemble classification model is proposed
to classify COVID-19 tweets for the two datasets. The
underlying concept based on the informative features
extracted by the TF-IDF model and five base classi-
fiers namely Naïve bayes, logistic regression, K nearest

neighbour, decision tree and random forest.
The remainder of this paper is organized as follows.

Section 2 describes the overall structure of the proposed
methodology. The experimental setup and evaluations
are highlighted in Section 3. Experimental result anal-
ysis are presented in Section 4. Thereafter, discussion
and summarization of the study is highlighted in Sec-
tion 5. The paper is ended with concluding remarks
with future perspectives in Section 6.

2 Literature review

Study and analysis of the sentiments/emotions of in-
dividuals on Twitter or other social media are being
a very useful tool to prevent or measure some health
care issues as well as to prevent the circulation of miss
leading information by the government agencies. Also,
this kind of studies may help in predicting the out-
break and its early detection too. One recent study
has focused on the psychological effect of COVID-19
on human behavior [17]. It has reported that people
are tense and their depression level increased due to
COVID-19 news. Also authors have highlighted sev-
eral measures which might minimize the emotional im-
pact derived from such situation. In a very recent work
Kaur et al. have performed recurrent neural network
(RNN) and support vector machine(SVM ) based senti-
ment analysis, which classifies the tweets based on their
sentiment values. Tweets for a sample of 20, 50 and
250 tweets are considered during their experiment. Al-
razaq et al. (2020) [5] have analyzed English language
tweets from February 2, 2020, to March 15, 2020. They
have analyzed the collected tweets using word frequen-
cies of single (unigrams) and double words (bigrams)
models. The analysis identified 12 topics, which were
grouped into four main themes: origin of the virus; its
sources; its impact on people, countries, and the econ-
omy; and ways of mitigating the risk of infection. In
another very recent work, public sentiment associated
with the progress of COVID-19, Aslam et al. [7] have
performed a studies on sentiments and emotions evoked
by different news headlines on coronavirus disease. Au-
thors have reported that 52% of 141,208 news headlines
updated till June 3, 2020, in various platforms have neg-
ative sentiments. Jelodar et al. [12] have applied an
automated extraction of COVID-19 related discussions
from reddit. Authors have developed an unsupervised
topic model, with collaborative of LSTM and recur-
rent neural network (RNN) model to analyse COVID-
19 related reddit comments for January 20, 2020 and
March 19, 2020. A total of 451,554 comments were
analyzed in that study. In another work [16] related to
classification of Twitter data into three categories viz.,
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positive and negative authors have developed a RNN
model. Different emotional nature of several hundreds
of tweets for the time frame of April 2020 and May
2020 were examined in their study. Some other related
works can be found in [22, 9].

2.1 Contributions of the present work

After reviewing the related literature study, motivated
to answers the following research questions (RQ).
RQ1: Are there any differences of sentiments in the
tweets of negative, neutral and positive classes between
two different time periods?
RQ2: What are the most popular words that exist in the
mainstream of the tweets?
RQ3: How do these tweets may have an effect on the
health care service providers?
RQ4: How does the machine learning models may help
to analyze the COVID-19 related text sentiments?
To answers the above highlighted research questions the
key contributions of this research are as follows:

(i) By measuring the score of the polarity tweets
of the two separate time frames are categorized into
three classes. (ii) Proposed a novel majority voting-
based heterogeneous ensemble classification model to
identify COVID-19 tweets during the pandemic period.
The underlying concept based on the informative fea-
tures extracted by the TF-IDF model and five base clas-
sifiers namely Naïve bayes, logistic regression, K near-
est neighbour, decision tree and random forest. (iii)
Extensive experiments are carried out using informa-
tive features to identify the performance of the proposed
model.

3 Methodology

This section of this article sums up the methodology
that has been applied and implemented in this work.
The pipeline of the methodology, which is followed is
shown as a block diagram in Figure 1. It is divided in
to three processes viz., data collection, preprocessing
and data analysis. The Natural Language Processing
Toolkit (NLTK) [1], which is a python based platform
is extensively used. The data analysis phase is derived
in two parts. The first part of the analytic includes sen-
timent analysis of the textual component of the Twit-
ter data. Tweets are assigned sentiment scores of po-
larity by using different methods and Python libraries
such as TextBlob. The second part of analytic includes
the feature extraction using TF-IDF technique for fur-
ther prediction with the proposed ensemble classifica-
tion model.

3.1 Data Collection

In this work, two sets of datasets of two different time
frames are prepared. First dataset (Dataset-I) of the
year 2020 is collected from Kaggle and second dataset
(Dataset-II) was prepared by scraping Twitter platform
by using the Twitter standard search API in Python.
Most of the Twitter feature is open source to developers
in Twitter API. The API utilizes “OAuth", an open au-
thentication mechanism that is commonly used, to au-
thenticate a request. Some predefined key terms such
as #Covid19, #Corona, #Coronavirus, #Coronavaccine,
consisting of a set of the most widely used scientific and
news media terms relating to the novel corona virus are
used. Tweets are extracted and stored in two different
comma separated version (CSV) files.

It is worthy to mention here that the total number
of unprocessed tweets in Dataset-I is 179104 and in
Dataset-II is 70334. After performing the data prepro-
cessing task the number of tweets get reduced. In Fig-
ure 2 samples of the Dataset-I and Dataset-II are shown.

3.2 Data preprocessing

After collecting the data, the next step is to preprocess
the data. This is an important phase in text processing as
the data which are collected from Twitter are not clean,
which means it contains lots of special characters, urls,
hashtags and unnecessary symbols which doesn’t con-
tribute for the analysis purpose. Pre-processing refers to
the transformations applied to the data before feeding it
to the learning algorithms.

Before applying the data preprocessing task, non-
English tweets which are presents in the tweets are re-
moved with the help of language field. In Figure 3,
wordcloud representations of the two datasets before
applying the data preprocessing tasks are shown. It is
obvious from the figures that data preprocessing steps
are very essential. Some unnecessary text and sym-
bols such as username-tags (e.g., @Skahn), RT sym-
bols, hashtags, URLs, and punctuations are present in
the data. By applying proper regular expression (re
module) texts are cleaned. Moreover, the punctuation
are removed with a python constant. Next, the text data
needs to be converted into lower case i.e., the normal-
ization process. For instance, “Vaccine" and “vaccine"
are seen as two different words by the program. There-
fore, it is important to normalize the case of the words
so that every word is in the same case and the algo-
rithm doesn’t process the same word as two different
tokens. Thereafter, stop word removal process is ap-
plied. Stop words are those words that do not contribute

INFOCOMP, v. 20, no. 2, p. 01-14, December, 2021.



Bania et al. Heterogeneous Ensemble Learning Framework for Sentiment Analysis on COVID-19 Tweets 4

Figure 1: Block diagram of the proposed methodology.

(a)

(b)

Figure 2: Sample of (a) Dataset-I (b) Dataset-II.

to the deeper meaning of the phrase. They are the most
common words such as: “the", “a", and “is". In the
English language, there are words that are used more
frequently than other words in the language but they do
not necessarily add more value to a sentence, hence it is
safe ignore them by removing it from tweeter text. Af-
ter cleaning all the texts, duplicate types of tweets are
also removed from the datasets. Thus, after applying all
the necessary data preprocessing task the total number
of tweets in Dataset-I become 142334 and in Dataset-II
is 65668.

3.3 Calculation of Polarity and Feature extraction

After the data preprocessing task, using the NLTK and
TextBlob libraries the polarity of each tweets are cal-
culated from the CSV files. Sentiment analysis is basi-
cally the process of determining the attitude or the emo-
tion of the writer, i.e., whether the sentence emotions
inclined towards negative or neutral or positive direc-
tions. The ‘sentiment’ method of TextBlob returns two
properties, polarity, and subjectivity [6, 15]. Polarity is
a float value which lies in the range of [-1, 1]. The polar-
ity 1 means positive sentiment and -1 means a negative
sentiment and 0 means neutral sentiment. In Figure 4,
one sample of subjectivity and polarity score with re-
spect to three categories for the Dataset-I is shown.

Now, after the categorization of the tweets, to pre-
pare any prediction model it is required to transform
the Twitter text data into numeric forms. This process
is known as the text vectorization. It is a fundamental
step in the process of machine learning for analysing
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(a)

(b)

Figure 3: Wordcloud representation without pre-processing (a)
Dataset-I (b) Dataset-II.

text. It is also to be noted that different vectorization
approach (bag of words model, word2vec, doc2vec etc
[8]) may drastically affect the end of the results. By
looking at the computational effort and by observing
some of the previous successful results, in this study
Term frequency-inverse document frequency (TF-IDF)
technique is used [11, 13]. TF-IDF technique is one of
the popular approach used in information retrieval and
text mining for doing the text vectorization or extrac-
tion. It allows us to weight terms based on how impor-
tant they are to a document. A higher weight is given
to terms that appear frequently in a particular tweet but
do not appear often in the entire data. TF is a weight
representing how often a word occurs in a document. If
there are several occurrences of the same word in one
document, we expect the TF-IDF to rise. To put it in
more formal mathematical terms, the TF-IDF score for
a word t in the short document sd from a document set
is calculated as follows:

tft,sd =
nt,sd

T
(1)

Here, in Eq. (1) in the numerator, n is the number of
times the term t appears in the document sd and T is
total number of terms in the document.

idft = log
N

M
(2)

Here, in Eq. (2) in the numerator, N is the total number
of short documents (tweets) and M is the number of
tweets with term t.

Multiplying these two measures, results in the TF-
IDF score of a word in a tweet. The higher the score,
the more relevant that word appears in that particular
tweet.

3.4 Preparation of the Proposed Classification
Model

Once data are vectorized by using the TF-IDF process,
the next task is to select the suitable base learning mod-
els to prepare a heterogeneous ensemble classification
model. Here in this study, by observing various pre-
vious works [6, 21, 14] related to text classification
and tweeter data classification, five different supervised
learning models as the classifiers are considered viz.,
Naïve Bayes (NB), logistic regression (LR), K near-
est neighbour (KNN), Decision tree (DT) and Random
Forest (RF).

3.4.1 Naïve bayes

NB is a well known simple and effective method for text
classification [6]. NB is a classification technique based
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Figure 4: Sample results of the tweets with their subjectivity-score, polarity-score and categorization into three classes negative or neutral or
positive.

Figure 5: A block diagram of the overall heterogeneous learning process.
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on Bayes’ theorem with an assumption of independence
among predictors. It has been used widely for doc-
ument classification since 1980s. NB uses maximum
posteriori estimation to find out the class (i.e., features
are assigned to a class based on the highest conditional
probability). There are different variations of NB, out
of which Bernoulli’s NB (BNB) is used here.

3.4.2 K nearest neighbour

KNN is a lazy and non-parametric learning technique
used for the classification problem [10]. It is worthy to
mention that KNN does not have a specialized training
phase like other learning algorithms. In simple sense
at the time of training phase it just load the dataset and
when it gets new data point, then it classifies that data
into a category based on K value which is much similar
to the new data. Euclidean, Manhattan or Hamming dis-
tance are some of similarity measures used for numeric
data. It achieves high performance when the number of
samples is sufficiently large.

3.4.3 Decision tree

DT is one of the most basic and popular techniques for
classification or inductive learning [10]. A tree like data
structure is built from the training set. The most impor-
tant attribute is placed at the root node. For evaluation,
process start at the root node and goes down the tree by
following the corresponding node that meets the condi-
tion or “decision". Two heuristic measures mainly en-
tropy and IG of the features are the main building block
behind the construction of DT.

3.4.4 Logistic regression

Logistic regression predicts the output of a categorical
dependent variable [6]. Therefore the outcome must be
a categorical or discrete value. It can be either Yes or
No, 0 or 1, true or False, etc. but instead of giving the
exact value as 0 and 1, it gives the probabilistic values
which lie between 0 and 1. In logistic regression, the
concept of the threshold value is used, which defines
the probability of either 0 or 1. Such as values above
the threshold value tends to 1, and a value below the
threshold values tends to 0.

3.4.5 Random forest

RF classifier is basically a bagging based decision trees
which falls under the ensemble learning model [10].
It is a combination of different decision trees which
are considered as the base learners. Each decision tree

is trained with feature-instance sampling with replace-
ment concept with the same distribution. Thus, the trees
are trained independently and an unknown samples are
labeled according to the majority vote rule: i.e., it is
labeled with the most popular class among those pro-
vided by the ensemble trees. The ensemble concept of
different decision trees in RF classifier leads the system
towards low bias and low variance.

Algorithm 1 Majority Voting based Ensemble Classi-
fier.

Representation:
M: Number of classifiers.
N: Classifier.
D: Total number of COVID-19 related tweets.
YD: Predicted output of the model.
Input: M , N , D.
Output:YD.

1: for i=1 to D do
2: for j=1 to M do
3: Predicti = Majority(Predictij)
4: end for
5: end for

3.4.6 Majority Voting based Ensemble Classifier

The majority voting based classifier comes under the
umbrella of ensemble learning. In the literature, there
are different approaches available for designing the en-
semble models. They are namely weighted averag-
ing, max or majority voting and averaging. By ob-
serving several well known previous studies, in this
research majority voting technique is being adapted.
Majority voting aims to combine different classifiers
(the above-mentioned classifiers) by using the “voting"
(i.e., predictions given by each model are considered as
a “vote") mechanism for improving the accuracy of a
learning model. In practice, different classifiers might
have performed well on various data points (tweets) in
the tweeter dataset (Dataset I and Dataset II). Individual
tweets related to COVID-19 domain are considered as
the data points. Tweets are classified correctly by some
classifiers, and the same tweets may be misclassified
by some other classifiers. It is difficult to predict the
correctness of the model. However, there is a chance
to increase the accuracy of the model by combining the
different classifiers by using a voting mechanism. Thus,
significant improvement in the model can be achieved
by combining the five different classifiers with the vot-
ing mechanism. Majority voting is used for predicting
the class label of the tweet and the basic steps are given
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in Algorithm 1. Also, in the Figure 5 one block diagram
of the overall learning process is shown.

4 Experimental Setup and Evaluation

To get uniform experimental results, all the methods
are implemented in Python. Programs are simulated in
a machine with Processor: Xenon(R) CPU- E5-1630,
3.70 GHz clock speed and random access memory of
32GB having Windows 10 environment.

The detailed experimental setup are as follows:
(i) All the methods and functions are implemented
in Python 3.7 environment. Data structures like data
frames, dynamic lists, collections, and dynamic arrays
are used.
(ii) The partitioned of the individual datasets are per-
formed according to a train-test (70% and 30%) spilt
scheme. For RF classifier, number of estimator i.e., the
number of decision trees in the forest is set to 100 and
the maximum depth of the tree is set none. For the
KNN classifier the “n − neighbors" value is set to
5. Then for the other three classifiers BNB, LR, and
DT default settings of the ‘sklearn’ [2]environment are
used.
Four different kinds of classifier validity measures [8,
10] namely, (i) percentage accuracy, (ii) precision, (iii)
recall, (iv) F1-score are computed to evaluate the per-
formance of the proposed model compared to other
models. Also, confusion matrix is drawn for further
analysis.

5 Experimental Results Analysis

The detailed experimental results are analysed here.

5.1 Analysis of text categorization and Word fre-
quency

The bar chart representation for the Dataset-I (Kaggle)
and Dataset-II is shown below in Figure 6 (a)-(b). In
the given figure, the x axis represent the type of senti-
ments and y axis represents the total counts of the tweet.
The percentage of negative, neutral and positive tweets
for Dataset-I and Dataset-II can be seen in the figures.
It can be observed that the sentiment inclined towards
positive is more in 2021 and less in 2020. Also, the
number of neutral tweets is more in Dataset II than in
Dataset I. The number of negative sentiment is lesser in
2021 than in 2020. Thus, it can be confirmed that the
sentiment of the people regarding the pandemic is bit
positive in 2021 as compared to 2020.

In Figure 7 and Figure 8 with the utilization of bar
charts, 20 most frequently used words in uni-gram bi-
gram models of the datasets are shown. Some of the

(a)

(b)

Figure 6: Graphical Bar chart for the count of Positive, Negative &
Neutral Tweets (a) Dataset-I (b) Dataset-II

provoking words which contributes the positive and
negative sentiments are as follows: negative sentiments,
“pandemic", “isolate" , “break, “virus", “coughing",
“death", “cry", “help", “fever" “apocalypse", “symp-
toms", “hospital", “infected", “crisis", “infection"
etc. Further, few words which inclines towards the pos-
itive sentiment includes, “recovery", “doctor", “re-
lief", “medicine", “food", “trust", “vaccine", “gov-
ern", “patient", “good", “support", “mask", “extend",
“expert", “protect" etc.

5.2 Analysis of Classifiers Evaluation Measures

The overall summary of the experimental results
achieved on the two datasets (Dataset I and Dataset-
II) by using 70% training and 30% test samples are re-
ported in Table 1 and Table 2. The total support of sam-
ples on the 30% of the test set of Dataset-I is negative
5999, neutral 23371 and positive 13,331. Similarly the
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(a)

(b)

Figure 7: Bar chart for word frequency of Unigram model for (a)
Dataset-I (b) Dataset-II.

(a)

(b)

Figure 8: Bar chart for word frequency of Bigram model for (a)
Dataset-I (b) Dataset-II.
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total support of samples on the 30% of the test set of
Dataset-II is negative 2295, neutral 10943 and positive
6463.

From the Table 1 it can be observed that for the
unigram and bigram feature extraction techniques, pro-
posed ensemble classification model has achieved bet-
ter accuracy then the base models. The improvements
in accuracy achieved by proposed model are (2.67%,
0.29%, 9.15%, 5.9%, 0.61%) and (12.32%, 5.01%,
10.67%, 1.81%, 1.44%) with respect to BNB, LR,
KNN, DT, RF methods respectively. Similarly from
the Table 2 also it can be observed that for the unigram
and bigram feature extraction techniques, proposed en-
semble classification model has achieved better accu-
racy then the base models. The improvements in accu-
racy achieved by proposed model are (8.36%, 7.22%,
11.33%, 8.94%, 3.33%) and (4.61%, 2.57%, 5.33%,
1.05%, 0.98%) with respect to B-NB, LR, KNN, DT,
RF methods respectively.

In Figure 9 and Figure 10 depicts the confusion ma-
trices of the test phase of the proposed model and the
base models for COVID-19 Twitter R© data classifica-
tion. A confusion matrix is a technique for evaluating
the performance of a classification algorithm. It is a
summary of prediction results on a classification prob-
lem. The accuracy metric alone can be misleading if we
are dealing with more than two classes in the dataset.
So, in order to avoid this problem, implementing the
confusion matrix can give a better idea of whether the
classification model is giving the accurate result or what
type of error it is making. The scikit-learn library for
machine learning in Python is used to calculate the con-
fusion matrix. In Figure 9 (f) among the 42701 testing
tweets samples (30% of Dataset-I), 5494 tweets were
misclassified by the proposed ensemble model. Simi-
larly in Figure 10 (f) among the 19701 testing tweets
samples (30% of Dataset-II), 997 tweets were misclas-
sified by the proposed ensemble model.

Now, it can be concluded from the summarized ex-
perimental results shown in Table 1, Table 2 and from
the confusion matrices that proposed ensemble classi-
fier model has achieved better classification evaluation
results with both the unigram and bigram models com-
pared to the B-NB, LR, KNN, DT, and RF classifiers.

6 Concluding Remarks and Future Work

Twitter is a massive collection of data which make it
more convenient to perform sentiment analysis. In this
article, analysis were performed on a total of 142,334
tweets of the Dataset-I for year 2020 and 65,668 tweets
of Dataset-II for the year of 2021. Tweets are anal-
ysed to get some computational results, so that an in-

depth understanding about the opinions about the ongo-
ing pandemic COVID-19 can be understood. One novel
heterogeneous majority voting based ensemble learning
framework is proposed to predict the tweets into three
classes viz., negative, neutral, and positive. Extensive
experiments were conducted by applying the feature
extraction schemes with the unigram and bigram with
TF-IDF technique. Experimental results suggest that
on both the feature extraction models i.e., on unigram
and bigram techniques, proposed model has performed
better than the other compared models. With 70%–
30% train-test set, proposed model is able to achieve
an accuracy of 94.94% to classify the tweets into var-
ious classes. Moreover, it is worthy to mention that
this kind of study may help the government to make
use of relevant information in policymaking as they will
be able to know how people are reacting to this new
strain, what all challenges they are facing such as food
scarcity, panic attacks, etc. Also, negative sentiments
tweets may have some misleading information which
also may be prevented from further circulations. How-
ever, presently in this study English language tweets are
only considered for performing the sentiment analysis,
but as a future work author is planning to incorporate
multilingual feature in the proposed model.
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Table 1: Summary of experimental results of different classifiers evaluation measures on 70% training and 30% test set obtained by BNB, LR,
KNN, DT, RF, and Proposed model classifiers on Dataset-I.

Unigram Bigram
Methods Class Pre Rec F1-SC Acc Class Pre Rec F1-SC Acc

Neg 0.80 0.55 0.65 Neg 0.64 0.13 0.21
BNB Neu 0.83 0.96 0.89 84.53 Nue 0.61 0.96 0.75 63.19

Pos 0.90 0.78 0.83 Pos 0.78 0.28 0.42
Neg 0.93 0.55 0.69 Neg 0.80 0.12 0.21

LR Neu 0.83 0.99 0.90 86.91 Nue 0.61 0.99 0.76 64.33
Pos 0.95 0.79 0.86 Pos 0.89 0.27 0.42
Neg 0.92 0.29 0.44 Neg 0.45 0.33 0.49

KNN Neu 0.73 0.99 0.84 78.05 Neu 0.65 0.49 0.31 60.22
Pos 0.95 0.62 0.75 Pos 0.47 0.68 0.57
Neg 0.60 0.61 0.60 Neg 0.80 0.18 0.29

DT Neu 0.85 0.87 0.86 81.30 Neu 0.58 0.97 0.72 62.61
Pos 0.84 0.81 0.82 Pos 0.85 0.34 0.49
Neg 0.86 0.57 0.69 Neg 0.76 0.56 0.55

RF Neu 0.84 0.97 0.90 86.59 Nue 0.68 0.55 0.70 68.22
Pos 0.93 0.81 0.86 Pos 0.80 0.53 0.71
Neg 0.87 0.66 0.75 Neg 0.81 0.44 0.57

Proposed Model Neu 0.89 0.99 0.94 87.20 Nue 0.63 0.91 0.75 71.55
Pos 0.97 0.87 0.92 Pos 0.89 0.60 0.72

Table 2: Summary of experimental results of different classifiers evaluation measures on 70% training and 30% test set obtained by BNB, LR,
KNN, DT, RF, and Proposed model classifiers on Dataset-II.

Unigram Bigram
Methods Class Pre Rec F1-SC Acc Class Pre Rec F1-SC Acc

Neg 0.57 0.57 0.58 Neg 0.65 0.27 0.38
BNB Neu 0.86 0.90 0.88 82.61 Nue 0.67 0.95 0.79 70.27

Pos 0.86 0.79 0.82 Pos 0.89 0.43 0.58
Neg 0.85 0.62 0.72 Neg 0.89 0.26 0.40

LR Neu 0.88 0.98 0.93 89.92 Nue 0.68 0.97 0.80 72.31
Pos 0.95 0.87 0.91 Pos 0.89 0.47 0.61
Neg 0.79 0.62 0.70 Neg 0.77 0.33 0.45

KNN Neu 0.82 0.96 0.88 84.26 Neu 0.59 0.91 0.84 69.55
Pos 0.93 0.73 0.82 Pos 0.88 0.42 0.63
Neg 0.60 0.61 0.60 Neg 0.85 0.31 0.44

DT Neu 0.85 0.87 0.86 93.12 Neu 0.69 0.97 0.81 73.83
Pos 0.84 0.81 0.82 Pos 0.91 0.50 0.64
Neg 0.93 0.76 0.83 Neg 0.80 0.30 0.44

RF Neu 0.91 0.99 0.95 93.49 Nue 0.69 0.97 0.81 73.90
Pos 0.98 0.90 0.94 Pos 0.90 0.50 0.64
Neg 0.95 0.80 0.87 Neg 0.80 0.44 0.63

Proposed Model Neu 0.94 0.99 0.96 94.94 Nue 0.77 0.95 0.81 74.88
Pos 0.97 0.94 0.95 Pos 0.86 0.66 0.71
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(a) (b)

(c) (d)

(e) (f)

Figure 9: Confusion matrix for the unigram model by various classifiers (a) Bernoulli NB (b) Logistic regression (c) K nearest neighbor (d)
decision tree (e) Random forest (f) proposed model on Dataset-I
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(c) (d)

(e) (f)

Figure 10: Confusion matrix for the unigram model by various classifiers (a) Bernoulli NB (b) Logistic regression (c) K nearest neighbor (d)
decision tree (e) Random forest (f) proposed model on Dataset-II
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