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Abstract. In this paper we apply logical programming with constratotshe problem of minimizing
operational costs of a mobile agent that searches and mbjext®in shelves, obeying a known physical
configuration.
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1 Introduction variables,{X; = v;, X; = vj;,...}. An assignment
that does not violate any constraints is calledoa-

rch: . . .
. . . fg tentorlegal assignment. A complete assignment is
ing for a state of the world in which a large number o one in which every variable is mentioned, and a solu-

constraints are §at|sf|ed simultaneously. In this conte toaCSPis a complete assignment that satisfies all
a problem is typically stated as a state of the world con;
i

taining a number of unknown variables. The constrair} © gonstraints. S.om.e CSPs.aIso require a solution that
' X aximizes an objective functionJi12].
program searches for the values of these variables in
certain domains. Another approach to deal with these problems con-
Constraint programming (CP) is a programming  sists in using programming in logic, which is known as
paradigm where relations between variables can be sta@édpP [8]. Usually CLP is considered as a form of CP, in
in the form of constraints and consists of an embedwhich logic programming is extended to include con-
ding of constraints in a language. Inside the scope afepts from constraint satisfaction (the process of find-
CP, where the problems are solved by propagating theirg a solution to a set of constraints). The CLP exhibits
constraints, there are the constraint satisfaction probaany important features, like logical variables, back-
lems (CSP). A CSP is defined by a set of variabledracking, declarativeness, where the programs are eas-
X1, X,,..., X, and asetof constraint§y, Cs, . . ., C,,. ily developed and maintained. The logic programming
Each variableX; has a nonempty domail; of possi- languages are mostly Prolog-like and its derivatilzés [5].
ble values. Each constrai@t involves some subset of The CLP can also be viewed as a strategy for represent-
the variables and specifies the allowable combinationsg descriptions and finding solutions of combinatorial
of values for that subset. A state of the problem is dgsroblems, in many areas such as planning, scheduling,
fined by an assignment of values to some or all of thBNA sequencing, nesting problems, €ttl[R, 3].

The constraint programming approach consists of sea
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This paper addresses a problem of logistics in therems restrictivel[3]. The constraint satisfaction prob-
process of searching for products in a storage area ofems deals with two classes of problems: fields and fi-
warehouse. The solution provided by CLP is applied taite or infinite fields complex The problems of satisfac-
solve the problem of finding a solution that minimizegion of restrictions can be specified [1] §¥, D, R),
operational costs associated with the length of the pathhere:
used to accomplish the task.

This paper is organized as follows: In Section 2 we ® V:set of variables is used in the modeling of the
present the relationship between logistics and problems ~ Problem.
of origin implementations using CLP. In section 3 is
presented CLP of the technique and its applications in ® D:is the area(s) in which the variables Bfmay
areas related to the problem of collection picking inthe ~ have values.
warehouse. A modeling to the problem, propoged [11]
is presented in the session 4. In section 5 is the experi-
ment using CSP. In section 6 are shown the results and
comparative analysis between the models presented.

e R:is the set of restrictions that affect the variables

Each restriction is applied to a subset of variables, con-
ditional their values. An assignment is not known if

2 Issues section of Logistics this consistently violate any constraints. The solution is
Problems from operational research (OR), in combind0Und when all variables have a value consistant [12].
torial optimization (CO) and the logistics of distribu- S°0Me classic examples of applications that use as a method
tion (LD) can typically be applied to searches that relat8f resolving the programming by restrictions are: col-
the establishment of routés]11] in search of better patRfing 0N maps, management of network (traffic data),
The travel salesman problefi]12] is a typical exampléigital circuits, production management, scheduling of

in the area of logistics and the search for the best patffSks: time tabling[12]. Another widespread problem

If a traveler wish to visi(n) cities, distant among them- I the area of Al is the Travel Salesman Problem (TSP)
selves and between them there are ways (edges or arli]- A traveler needs to visit differents cities, start-

by which the traveler can move around, how to find thd"d and ending their journey in the first city. No matter
route of least cost? No daily lives of industries is ndghe order in which cities are visited, the traveler must
different and various problems similar to this are found9® directly from one city to its neighbor visiting all of
Some basic features such as entry and exit of goods {f{em- The problem is to find the shortest path for the
storage areas can generate delays when these proceS&@ygler visit all cities.

are not properly optimized. The aprooaches for solution
in these types of situations are diverse as: the use of the
theory of graphsi[11], search algorithms, in-depth [7],
simulation of a colony of ant§ [12] and constraint logic
programmingl[B]. An example of modeling and appli-
cation using CSP is presented in the next session.

3 Constraint Logic Programming

In several moments of our day-to-day constraints are Figure 1 Travel Salesman Problem

used in the search for resolution of problems of com-

mon sense. Intuitively, can be considered as a constraint

in a space of possibilitie5 [13]. The restrictions are lim-

itations to the possible values that variables can take ae Variables; Order in a citie that is visited:

problem within a certain domaifnl[1]. We can also say

that this deal with a rule or set of rules imposed on vari- e Objective: Determine the best (shorter or lower
ables in a problem, possibly included in these fields.  cost) route to be traveled by the traveler;

The CLP [18] uses a computer model that combines the

declaratory nature of the logic programming in the effi- e Constraints: Do not repeat visits to cities and en-
ciency of methods of solving problems using the restric-  sure the global cycle;

tions. That is, it is the union of two distinct natures, on

the one hand the programming logic and the other the- ¢ Domain: Finite Domains (number of cities)



4 The Problem e The distance between a node and another has the

The problem presented hefe[11] deals with the search same fixed amount.

for the best way and lower operational cost to a nefor petter understanding of the configuration and con-
work of products distributed in a Warehouse. In induspection between products and nodes opted by the model
try, such problems are largely found. explained in Figure 4. The graph, Figure 4, is the end
result, after the definition of products related to nodes.
The products are coded 1 to 38. That s, thirty-eight dif-
clf ferent products associated with their respective shelves.
| Each of the 49 we have an effective configuration of that
e product(s) may or may not sign. The road is the link
B between nodes (edges). For the solution of the problem

>
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Figure2: Directions to be traveled

The figure 3 presents the prototype of organizing
useful area of the warehouse. The definition of points of
location (nodes), allows adequate handling equipment.
For comparison of results is efficient, we are using the
modeling proposed by [11], where the edges that con-
nect the nodes are used for the definition of road’ to Figure4: Relations between products and nodes
the locomotion of products in the store. The sequence
number of nodes was increased up to one and followirig proposed sought to formulate an algorithm using the
from left to right and from the bottom up [l 1]. language PROLOG and making use of the characteris-

tics of Constraint Logic Programming. Then the results
'-"‘_‘?'3*1"_"7*13.-"?*3'?"-—'*':‘"— *_5"—?'[{‘_—1'-'f'-—-@:ﬁﬁ.""'..%ﬁ. are evaluated after the implementation in comparison
=) @) @ to the application proposed by [11] on their work][11].
The definition of variables, fields and restrictions to the
problem and the results are discussed in the session be-
low.

5 The Experiment

In his work, [11] presents a solution to the problem
proposed using the Hamiltonian method. The appli-
cation makes use of the algorithr{Diskjtra) for the
search of the nodes in a graph. Problems pleased re-
h%trictions can be applied under use of boolean fields,
gnite, real or restrictions linear intervals. The basis
f this system of constraints is the use of finite fields
LP(FD), commonly applied to the problems of con-

Figure 3: Prototype for definition of variables

The areas highlighted on the shelves symbolize t
points blind to each of them. This is the place wher
the product can not be accessed. Thus, it would be i
possible to collect any product by node number 12, for' =" . ) -
example. However, if the employee was in the noggtraints. It is the use of finite subset of values to the

26, could collect both two products. The characteristic ariables of field. _For the development of this app"""?"
are: P tion, has chosen is to use the GNU-PROLOG and its

library Constraint Satisfaction Problems for Finite Do-
e One shelf contains a finite number of products. Mains (FD)I[1]. The steps used for the construction of
the algorithm were: definition of nodes, definition of
e Each node has one or more related products. ~ Which products can be accessed by node, the definition
of link between nodes, or the edges. As the distance
e The node have connections between them that dbetween nodes is a fixed amount, set up in this algo-
termine the possible paths. rithm. Later the constraints were implemented between



variables through requisition arising from the user. Arvalue of departure and arrival of the agent.
example: for a requisition of 3 products is defined in the
code the need for at least one occurrence of each progd-
uct required in the solution as well as the constraint o
the result by the start node one and finalize this sanle the proposed experiment variables were considered
node. The CLP(DF) provides the interpreter variougs the nodes to be covered by the agent during the col-
types of predicates for use restrictive. These are dividdection. Based on this information and know that the
into two classes: arithmetic and symbolic. The restricarea of search is understood by 49 we held was a read-
tions arithmetic deal with problems in use of equation#g time for the processing of the application when in
of difference(v; # v2), equalv; = v2) or inequations  situations where the number of nodes is increased. It
(v1 < wa,v1 > wa,v1 < g OFvy > v2). They can also began with 50 variables, later, 100, 200 to 700. The pro-
express whith conectives logical: conjunction, disjunceessing times are expressed in the graph below which
tion, involvement, equivalence or denial. Converselyshows a linear behavior. The elevations are perceived
the constraint symbolic use predicates that can expreigsrelation to the time that ranged from 100 to 810 mil-
no arithmetical relationship between the variables of thiiseconds. A considerably good time, for it was process-
area. These are developed for solving problems of statpg that did not register one according to 800 variables.
gering, combinations, grouping, unigue among otherd.his measurement of time in relation to the number of
But can syntactic change in the use of different intervariables was important to record that the increase in
preters. The simplest form of the use of consistencgrocessing time for a graph of greater size is accepted.
is known for consistency per node. Obtained remov¥hat is, if there is a need to search in a larger space,
ing themselves individually the values of each variablgesulting from growth in the number of products this al-
field. This, therefore, it is a problem of binary typegorithm or we will not have a response time consuming.
CSP restrictions exist for not involving more than twoTo make a comparison of performance using the two
variables at a time. As a first attempt in search of the
shortest path using CSP, chosen by the method prq
posed byl[4] believes that the consistency of arc as &
means to obtain the solution. The technique uses re| p———
strictions between variables in order to determine that _ o
the parent node is less than or equal to the child node £ o —
and so on. In the first experiment, the variables have 0 [—2——
been declared and assigned in order to represent on|
part of the circuit total proposed in the model. The time
resulting from the search of a product was around sevel.
seconds. Later, with the increase in the area of search

and the increase in the number of requests, represemé:d'pure& Number of variables in the model versus time CSP(ms)

by a sequence of products to be collected, the time has

risen exponentially. This is a first experiment that didechnologies for development: the Hamiltonian cycle
not achieve satisfactory results opted for the change f#d use the CLP, we primarily by increasing the num-
restrictions. The conditional representing the sequen&&' of requests to the system and achieve far as process-
of the variables to be visited that meet the criteria ofd time taking into account a similar configuration of
less than or equal to the father son were withdrawrhardware for the two experiments. The requests are ac-
To find the shortest path was used the method whef€Pted these models as: a request by the user, which
the algorithm seeks the solution by dividing the list ofvant to collect products. The products have already
variables in parts. The model proposed here considdigistered relationship with us in the model described
the variables we likely to visit by the inspector. Theabove CLP. Each node can access one or more prod-
move is the node to each node five and return to a nodéts. The processing time for the algorithm proposed
agent that travels a range of nine variables. ThereforBy [11]. Are prepared in the chart below. This assess-
the greater the number of variables visited, the great8f€nt is obtained by measuring the processing time ob-
the path found by the search algorithm of the solutiorfained from the beginning of the request until its final
So this is a model where an official part of a starting®SPonse. The figure below shows the relationship be-
point, it collects the products requested and returns #&/€€n requests versus processing time, obtained by the

the point of origin, the algorithm has restrictions on thé!Se of the algorithm Hamiltonian cycleJ11]. The time
had is between one and fifty seconds.

Results

Numer of variables in the model versus time CSP (ms)

Time

Variables




Time versus numeber of requests in the model Hamiltonian (sec) making the hidden effective process for resolution [13].
. The main contribution of CLP is the reduction of lines
50 e of code of the applications. This technique aims to re-
e ¥ — duce the time to search for the use of variables restric-
F 22 o tive. The more restrictive is a variable smaller is the
10 J/ time spent by the algorithm to find a solution. An im-
° : p p : - M portant contribution of CLP is the possibility of a prob-
Requests lem can be modeled using variables. These variables

can be related to each other, are contained in fields.
Such characteristics can be introduced into an algorithm
that uses conventional programming into logic in order
to optimize the response time, lines of code and sim-
plify conditional checks. The programming logic by
Compared with the same number of requests (reestrictions demonstrated to be effective in the construc-
quests) to the system, the algorithm that uses CSP showegtof elegant and efficient programs. But the field of
variation between 80 to 180 milliseconds. The resulttheoretical foundation and the techniques of program-

Figure 6: Time versus number of requests in the model Hamiltonia
(sec)

did not reach the mark of the second. ming needed to use the full potential of systems based

on spread of restrictions is still a no trivial task. Nor-
Time versus number of requests in the model CSP(ms) mally, know the resources available in a system for schedul-

200 ing restrictions is sufficient to model problems properly,

150 e but not for the achievement of effective resuilfs [9]. The

£ 0o Mr/ experience of creating a software that uses logic pro-

% gramming with restrictions was necessary to the under-

. standing of the technique, but mainly showed the im-

0 5 10 15 20 2 30 portance of using a modeling consistent. The values
Reauests obtained in the capture of processing time of the first
experiment showed that as important as the use of re-
Figure 7: Time versus number of requests in the model CSP(ms) strictions in programming logic is in its modeling. The
results obtained by applying the CLP on the problem of
We can see that in both cases the increase in tfgcking the warehouse have proved satisfactory in rela-
number of requests is also associated with the increaien to the use of the Hamiltonian cycle [11]. The two
in processing time. In a comparative analysis betweghethods for solving the same problem, proved effec-
the two models: Hamiltonian cycle and CLP, we cariive. The comparative present at the session 5 showed a
see that there is an increase in processing time whégtter performance in relation to the CLP cycle Hamil-
the number of requests the system also increases. §iian when measured response to the times in the pro-
they increased the number of requests, the Hamiltoni&@®ssing of both. The CLP can be used in many cases
method presents a higher growth in relation to the CLPf application. Problems such as time tabling, stagger-
that remains constant suffering slight changes of growttild, tasks, processes and sequencing of several other
These findings are expressed in the above charts tHdpblems, mainly from the operational research. But

show increases in the brand of seconds using Hamilt®ot all the real problems can be solved using this tech-
nian cycle in milliseconds using CLP. nique. Therefore, the main contribution of this work is

to demonstrate the efficiency in the use of algorithms
using the CLP in problems of routes. It brought a com-
parison of the use of Hamiltonian cycle_[11] and the
The main motivations for carrying out this experimenic|p for the same problem. The data presented in the
were: the pursuit of knowledge necessary for the resgyevious chapter showed a significant reduction in pro-
lution of problems through the CLP, their effective US&essing time by CLP, and the difference in growth ver-
in practical applications of day-to-day industry and pros ;s time processing between the two approaches when
portional dissemination of knowledge of this area thagne increase in the area of search. Some proposals for
extends logic programming and constraint satisfactiofytyre work are: the use of techniques such as hybrid
The constraint logic programming represents a clasig‘enetic algorithms (GA), the use of the metaphor of

approach of programming that requires the individuajnts and other that addressing the improvement in the
with a total dedication to the modeling of the problem,

7 Conclusions



comparison of the results. We can use the same modé&B] Sucupira, |. R.Programacéo por Propagacéo de

or other techniques to search for consistency. Restricdes: Teoria e Aplicacdd8/E: USP, 2003.
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