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Abstract. There are several deadly diseases that have affected the common man around the globe ir-
respective of region and the most common among them is diabetes mellitus (DM). To predict the onset
of the disease, deep learning can play a vital role. However, the data fed to the deep learning algo-
rithm need to be free from various anomalies like outliers, missing values and inappropriate attributes
etc. To enhance the data and make it adequately appropriate for the decision-making process, various
pre-processing techniques are available. In this paper, a Deep Neural Network (DNN) model is devel-
oped and the effect of pre-processing techniques is shown by comparing the results of applying various
pre-processing techniques to handle missing values to the PIMA dataset. The results show that the model
performs better using Mean while applying Minmax and Robust scaler techniques.
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1 Introduction

From the year 1980 onwards diabetes mellitus has be-
come one of the diseases that affect people of all age
groups. This disease is caused when the pancreas does
not work properly and an inadequate amount of insulin
is secreted or when the body does not respond to in-
sulin normally. Both cases result in an abnormally high
level of glucose in the blood. Prediabetes is another
condition in which the glucose level within the blood
is not high enough, but it is higher than normal and an
indication of the onset of diabetes in a person. A per-
son is pre-diabetic when the range of glucose contained
in blood is 100 mg/dL and 125 mg/dL during fasting.
A pre-diabetes person can reduce the chances of dia-
betes through dieting and proper exercise. Among the

patients suffering from diabetes, only 50 to 10% suf-
fer from Type-I kind of diabetes. When the body de-
velops resistance to insulin effect and hence does not
respond to insulin, the patient is said to have developed
Type-II diabetes. This is the most common diabetes that
people suffer from. Diabetes affects the metabolism of
the body. It does not affect a single organ but multiple
organs. Diabetes narrows blood vessels and restricts
blood flow and results in multiple complications like
Brain Stroke, Blindness, Heart Attack, kidney malfunc-
tioning, Nerve Disorder etc.

The traditional mechanism for diagnosis of Diabetes
mellitus is measuring glucose levels in the blood us-
ing BGM and Oral Glucose Tolerance tests. With the
new and recent advancements in the field of AI, ML
and DL [1–3], enough efforts have been made for early
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diagnosis and prediction of diabetes mellitus. With the
huge volume of data available in the medical indus-
try, data quality’s effect in extracting useful informa-
tion becomes more important. During the application of
data mining techniques on medical datasets, it should be
kept in mind that these attributes are subjected to prob-
lems of missing values, noise and outliers. The rea-
son for these problems can be unavailable information
during data entry, computer-related errors, human er-
rors, and missing relevant data due to misunderstanding
or equipment malfunction. Enhancing data quality and
improving the performance of prediction and diagno-
sis methods could be a direct consequence of the appli-
cation of pre-processing techniques on datasets which
could lead to accurate results.

2 Literature Review

In a research study [4], authors used many ML algo-
rithms on PIMA to diagnose diabetes. They propose
that better accuracy would require including omics data
for the prediction of diabetes. The authors in [5] pro-
vide a review and analysis of the diagnosis and detec-
tion of diabetes mellitus from six different points. They
further provide insight into the three challenges in the
field of Diabetes mellitus, in particular detection and di-
agnosis. The researchers in [6] propose a method that
uses breath as the sample for the detection of diabetes
instead of blood or urine samples. They read the ace-
tone level in breath and then apply the deep learning
algorithm viz convolutional neural network along with
support vector machine for calculating the automated
features from the raw signal and then classifies the de-
rived features. Authors in [7] carried out a research
study to develop a novel diabetes detection framework
using Conv-LSTM. They analysed the performance of
their framework by applying the model to the PIMA
dataset. For the feature extraction from the dataset, they
used the Boruta algorithm and then used hyperparam-
eter optimisation by applying the GSA to get the op-
timized features for the model. The developed model
(Conv-LSTM) gives an accuracy of 91.38%. After the
application of the cross-validation technique, the accu-
racy of the model improved to 97.26% and thus out-
performed other deep learning models. In a research
study [8], the authors give a review of the applicabil-
ity of deep learning in the detection of diabetes mel-
litus. From the review, the author documents the im-
portance of various deep learning methods in diabetes
detection like CNN, RNN, and HAN. They highlighted
the possibility to meet the challenges of early detec-
tion of diabetes with the advancement in DL techniques
and the availability of a huge volume of data from the

medical industry. The authors in [9] carried out a re-
search study that describes the modern artificial intelli-
gence techniques suitable for the diagnosis of Diabetes
retinopathy that have already been described in the lit-
erature. They compare the performance of various ar-
tificial intelligence algorithms and emphasise future re-
search in the field to address multiple challenges like
medico-legal implications, clinical deployment models
and ethics. Authors in [10] carried out a research study
comparing various machine learning prediction models
with commonly used regression models used for pre-
dicting Type II DM. In a research study [11] develops
a Deep Human Leukocyte Antigen DL model for as-
cribing HLA genotypes. The developed model achieves
better performance in terms of accuracy having a higher
performance for low-frequency. The authors in [12]
proposed a mechanism for designing a model using a
DNN for early diagnosis of diabetes by training the at-
tributes of the PIMA dataset with an accuracy of 98.3%.
With the application of the ten-fold validation the accu-
racy was 97.11% with 96.25% sensitivity, and speci-
ficity of 98.08%. The work [13] proposed a framework
for the learning of feature structures across sources that
are the same. The authors applied the proposed model
to glucose forecasting using a convolutional neural net-
work. The results obtained show that the accuracy of
the model could be enhanced by using an adversarial
method to train in such a way that over-performs the ex-
isting deep learning technologies. The proposed model
performs well when used with multiple datasets. The
authors in [14] propose a diabetes prediction system us-
ing the dropout method and also addresses the problem
of overfitting. Using the DNN, they devised a system
that outperforms conventional neural network methods.
The authors in [15] proposed a diabetes prediction so-
lution called the Smart Diabetes Diagnosis System us-
ing machine learning, huge medical datasets and a large
cloud of health intelligence to provide a more focused
risk assessment and personal treatment schedule. The
proposed system also provides patients with daily guid-
ance for the improvement of medication. In [16], re-
searchers investigated the diagnosis of diabetes melli-
tus and studied the importance of HbA1c and FPG used
as input parameters. The authors [17] carried out a re-
search study to identify the problem of automatic pre-
diction of diabetes and provide the solution for the same
using a deep learning algorithm and support vector ma-
chine for better therapeutic management. The authors
achieved an accuracy of 65.1042% accuracy. Other ML
and DL-based applications include [18–27].
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3 Deep Learning

Deep Learning is a smaller set of AI used for data pro-
cessing, and object detection as well as in a myriad
of application areas including decision-making. With
the help of deep learning, computers can learn without
the intervention of humans. With the advancement in
the digital era, there is an explosion of data in various
forms and from various regions. This huge data most
commonly known as big data originates from multiple
sources like social networks, search engines, online en-
tertaining agencies, e-commerce etc. the big data is eas-
ily available and sharable through fintech applications
like cloud computing. Unstructured data is so huge in
volume that it could take hundreds of years for humans
to understand the patterns in it and to extract useful in-
formation so that it can be used for decision-making.
Researchers realize the potential of AI systems, ML
and DL for processing such huge volumes of data and
extracting relevant information for making smart deci-
sions. Fig. 1 provides the classification of DL architec-
tures based on supervised and unsupervised learning.

3.1 DL Architecture

The underlying architecture behind DL is an Artificial
Neural Network based on which multiple variations of
the algorithms have been devised. Deep Learning is not
a new concept however it shows tremendous growth in
the last few decades due to the intersection of deeply
layered neural networks and the availability of highly
powerful GPUs that enable fast execution of Big Data.

Figure 1: DL Classification

4 Dataset and DNN Model

This section provides insights into the dataset and the
DNN-based model that was used in this study Firstly,
the significance and types of data pre-processing are
provided.

4.1 Data Pre-Processing

Data is the main resource for data analysts to make reli-
able and accurate decision-making. Without data, poli-
cymakers and decision-makers can’t make accurate de-
cisions. Nowadays huge volume of data is available
and more and more data is generated on an everyday
basis by every organization. With the ever-increasing
amounts of data, it is impossible to process the data
manually by humans and unravel significant informa-
tion buried in the data. To process the huge repository
of data, we need high-configuration computational re-
sources. However, the data produced within the orga-
nization is not always in a form that can be directly
fetched into the computer for processing. There are a
number of anomalies present in the data like missing
values, inappropriate values, outliers etc. if the data is
analyzed without proper screening it may produce mis-
leading results. Therefore, to make data appropriate to
be used by machine learning algorithms, it needs to be
pre-processed appropriately so that the results obtained
from data analysis will be more accurate and reliable.
Data preprocessing helps to check the quality of the
data. The main techniques employed are as under:

4.1.1 Data Cleaning

It is the process of removing data from the dataset that
is incomplete, incorrect or inaccurate. The various rea-
sons for using data cleaning are the presence of missing
values: The Missing values in the dataset can be re-
placed by mean value, median value or most probable
value. Presence of Noisy data: Noisy data can be han-
dled by techniques like Binning, Regression or cluster-
ing.

4.1.2 Data Integration

The process of combination of multiple data sources
into a single dataset is known as data integration. Var-
ious issues that need to be considered during data in-
tegration include Schema Integration, Entity identifica-
tion Problems and Detecting and resolving data values.

4.1.3 Data Reduction

Using data reduction the volume of data is reduced by
removing irrelevant data from the dataset without af-
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fecting the quality of the dataset. This process helps
in making data processing tasks less time-consuming.
Various techniques applied for data reduction are Di-
mensionality, Numerosity reduction and Data Com-
pression.

4.1.4 Data Transformation

Data transformation changes the format of the data to
make the new data simple, easy to interpret and easy to
process. Some of the methods used for data transfor-
mation are smoothing, aggregation, Discretization and
Normalization.

4.2 Dataset

The PIMA dataset has been used for this study. This
dataset is used for the prediction of diabetes using ML
algorithms. A total of eight attributes with 768 records
are present in the dataset. There are 500 records whose
value for outcome attribute is 0 (non-diabetic) and 268
records have a value of 1(diabetic).

4.3 Model

A deep neural network with the architecture, shown in
Fig. 2 was used to diagnose the onset of DM using the
eight attributes and one outcome.

Figure 2: Model Architecture

The total number of the trainable parameter is
833 on the network containing a total of three layers.
The deep neural network calculates and examines the
weights of different attributes that are related to regres-
sions of the network. Finding the best parameters in
terms of having significance with respect to predict-
ing accurately reasons to have a function known as loss
function Y(θ) which is used to find the displacement of
actual values from predicted values. The goal is to min-
imise this function. We use back-and-forward propaga-
tion to achieve this.

Y (θ) =
1

k

k∑
p=1

L(nθi , ni) (1)

where nθi is neural network p is training set size, θ
confers to model parameters, L cost function

The process of updating the parameters using back-
propagation:

θ = Gd(θ) (2)

5 Results

The above-discussed model was implemented using a
jupyter notebook.

The total number of the trainable parameter is 833
on the network containing a total of three layers. The
missing values were handled using the following four
techniques:

1. Mean: Missing values are replaced with mean.
The mean is calculated by adding the total data
points over the total number. It gives an average
value of all data points.

2. Median: To handle the missing values, the me-
dian is used. The median separates the highest half
from the lowest half of the data set. It is the mid-
dlemost value in data items.

3. Most Frequent: The most prominent in the entire
column is used to handle the missing values. The
most frequent also known as mode searches for the
value that occurs most in the entire column.

4. Constant: The missing values are replaced by
some constant value.

The standardisation techniques used in this experi-
ment are as under:

1. MixMax scaler (MMS): The MinMax Scaler tech-
nique changes each value within a range of 0 and
1. Having column c, the function can be defined as
follows:

diff [c] =
(diff [c]− diff [c] .min ())

diff [c] .max ()− diff [c] .min ()
(3)

2. Standard Scaler (SS): It standardises an attribute
by taking out the mean and then changing it to unit
variance.
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Missing Value Tech-
nique

Standardisation Confusion Matrix

Mean MMS

SS

RS

Median MMS
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SS

RS

Most Frequent MMS

SS

RS
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Constant MMS

SS

RS

Table 1: Confusion Matrices
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3. Robust Scaler (RS): Robust scaler algorithms scale
attributes that are robust to outliers. It uses the in-
terquartile.

The confusion matrix obtained after implementing
each technique on the PIMA dataset is enumerated in
Table 1:

It may be noted that these preprocessing techniques
have been employed to enhance the overall accuracy of
the model. The confusion matrices give a good insight
into the True Positive, False Positive, True Negative
and False Negative samples during the testing phase.
Mix-Max and StandardScaler give a lesser number of
False Negatives for all missing value techniques and
subsequently perform well than the others. This di-
rectly affects the recall and hence the Total Negative
Rate (TNR). From these confusion matrices, the accu-
racy is calculated as summarized in Fig. 3 given below.

Figure 3: Accuracy

It is clear that the accuracy levels reached using min-
max and standard scaler using mean are way better than
any of the other techniques applied. Constant provides
second best results while the median and most frequent
perform the same.

6 Discussion and Conclusion

The simulations for the preprocessing and its effects on
the accuracy were done using the PIMA dataset. It con-
tains information about women only and it could very
well be established that the dataset considers only ges-
tational diabetes only. The dataset contains features that
are skewed which means that the normalized data form
is required. The dataset contains several missing or null
entries which have been handled using the trivial tech-
niques mean, median and most frequent etc. It is perti-
nent to mention here that these techniques employ some
sort of bias in the dataset. Despite the limitations, the

mean method integrated with the standardization tech-
nique of the MinMax scaler performs better than any
other method. In future, a detailed and hybrid deep
learning-based model shall be trained that encompasses
techniques like missing values imputations etc for bet-
ter results and accuracy.
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