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Abstract. This paper presents a robust approach for the reconstruction of polyhedral objects from line
drawings. Minimization technique has been used in this approach by exploiting the shading information
contained in the image. The minimization energy function has been formulated between observed and
calculated value of image intensity under the Lambertian reflectance model. Various constraints e.g. the
surface normal coplanarity and edge length proportionality constraints are used to get the unique solution
for the depth values. The minimization problem is nonlinear with nonlinear constraints, which is solved
by using Genetic Algorithm. The proposed algorithm produces satisfactory results even in the case of
slight error in computation of vertex positions caused in image processing. The algorithm has been tested
on synthetic images and the results are shown.
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1 Introduction

Reconstruction of 3D object shape and structure from
2D image(s) is the fundamental and most widely stud-
ied problem in Computer Vision. The techniques used
for the reconstruction of 3D object shapes from 2D im-
ages are called shape - from - X techniques, where X
stands for shading, stereo, texture, motion, etc. In these
techniques, Shape from Shading (SFS) is the most ro-
bust because it reconstructs the 3D shape of an object
from its single shaded image. The study of Shape from
Shading was started by Horn and Brooks [9]. Since
then enormous work has been done in this direction,
in which most of the work deals with the reconstruction
of smooth objects and very few work with the polyhe-
dral objects [21], [18] and [17]. However, in the real
world, there are many objects, especially man made
objects which can be modeled or approximated by the
polyhedral objects. Hence, the study of polyhedra is
important and useful in many applications of computer

vision. However very few elegant methods [20], [21],
[18], [16], [17], [19] and [7] have been proposed for
the reconstruction of polyhedral objects. The degree of
freedom of a planar surface of a polyhedral object is
three which can be reduced either by using more than
one image or by imposing some extra constraints. For
the unique reconstruction of polyhedral objects from
their single 2D image the degree of freedom can be
reduced by using different visual information such as
light intensity [11], texture [2], [22], occluding bound-
aries [12], vanishing points [15], etc. In shape from
shading techniques, light intensity cue is used as the vi-
sual information to reduce the degree of freedom of the
planar surfaces of polyhedral objects.

Edge detection or line drawing is mainly used in ex-
tracting the vertices and edges in 2D images for the 3D
reconstruction of the polyhedral shapes. The projection
of an object on any plane is called a picture or line draw-
ing of the object. Huffmann [10], categorized the pic-
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ture plane in three categories on the basis of visibility of
adjoining faces of the edges. If both the adjoining faces
of the edge are visible, the edge is called convex edge
and labeled as +, a concave line is called a concave edge
and labeled as -, however, if exactly one of the adjoin-
ing face is visible, the edge is called occluding edge and
labeled as→. The main difficulty with the line drawing
is the superstrictness problem i.e. the vertex position er-
ror caused by computation or inevitable noise in image
processing. In figure (1), the situation of correct and
incorrect line drawings have been shown in a truncated

 

Figure 1: (a) Correct line drawing (b) Incorrect line drawing

pyramid. In figure 1(a) all the shortened edges meet at a
common point, but in figure 1(b), the edges do not meet
at a common point. Hence in figure 1(a), line drawings
are correct while these are incorrect in figure 1(b). Due
to vertex position error in line drawing, it is not always
possible to reconstruct the 3D shape of a polyhedron.
Few approaches have been proposed to reconstruct the
3D shape of a polyhedron in the presence of uncertainty
in the vertex positions in line drawing.

In the present paper, the vertex position in image
is computed by line drawings or by edge detection viz.
Canny edge detection [1] in the real images. The im-
age intensity is used as the visualization cue and two
geometrical constraints, plane normal and edge length
proportionality are imposed to get the unique solution.
Thus, we have formulated a nonlinear minimization prob-
lem with nonlinear constraints for the shape recovery of
polyhedral object shape from its single 2D shaded im-
age. The minimization of the formulated problem has
been accomplished by using Genetic algorithm. The
Lambertian reflectance map is most widely used in shape
from shading due to its efficiency and simplicity in ap-
plications. Hence, we have also assumed that the scene
is illuminated by Lambertian reflectance map.

The proposed work has following preferable prop-
erties over the existing works.
1. No prior information have been used in this work.
2. It deals with the orthographic as well as perspective
images.
3. Only one shaded image is needed in this method.

4. Every planar surface of the object is treated individ-
ually and hence the algorithm is applicable in case of
presence of slight error in vertex positions in image.
5. The number of variables in the optimization function
are very small, the Genetic Algorithm has been used to
get the global minima, so the initial guesses to the vari-
ables are not necessary.

Rest of the paper is organized as follows. In section
2, we have given a brief review of the related work. In
section 3, the Lambertian reflectance map, energy func-
tion and imposing constraints are defined. The objective
function is obtained and the nonlinear minimization is
also described in this section. Results and discussions
of experiment on the images are given in section 4. The
conclusion of present work is given in section 5.

2 Review of the Related Work

Horn [8] and Kanade [13] are among the first, who have
combined the polyhedral assumption with the light in-
tensity information of a single image in order to get a
unique solution of polyhedral objects. Most of the poly-
hedral object constraints were represented in the gra-
dient space and the line representation of the pictures
were taken. However, in gradient space, constraints
can not be given completely and moreover the repre-
sented constraints are too strict. Therefore, in the gra-
dient space, it is not always possible to reconstruct the
proper shape of polyhedron from their single 2D image.

The another way of imposing polyhedral costraints
is the algebraic representation [3]. Sugihara [20] has
given a necessary and sufficient condition for the cor-
rect representation of polyhedral scene. Sugihara [21],
has used the shading information contained in image as
the visualization cue and has given an elegant method
for the reconstruction of the polyhedral object. Sugi-
hara has obtained the system of linear equations from
the object planes. The line drawing is correct if and
only if this system of equations, associated with the
line drawing has the solutions. In this method, the new
system of linear equations is obtained by detecting and
deleting the redundant equations, which lead to super-
strictness problem, and from this new system of equa-
tions, depth value is obtained by using a nonlinear opti-
mization technique under linear constraints.

Shimshoniet al. [18] have taken vertex position er-
ror as a variable instead of deleting it as done by Sugi-
hara [21]. The authors have used this variable in quadratic
terms in the equations and reduced it to a nonlinear op-
timization problem under linear constraints.

Heyden [6], [7] and Gunnar [19] have detected the
incorrect line drawings on the basis of rank of shape
matrix formed from the image and corrected the incor-



rect line drawings by using singular value decomposi-
tion on the shape matrix.

Roset al. [16] have given a method to correct the in-
correct line drawing, in which all vertices are moved in
their small neighborhood until a close correct line draw-
ing is found. The problem is formulated as a nonlinear
minimization problem.

Shimodaria [17] has proposed a SFS method to get
the shape of polyhedral objects by using prior informa-
tion, in which to handle with the superstrictness, gaps
are permitted between the faces to avoid the vertex po-
sition error and joined them by minimizing the distance
between them by using nonlinear cost function under
nonlinear constraints.

Fenget al. [5] have given a Bayesian method for
the reconstruction of 3D shapes from a single image.
This method deals with the man-made and natural ob-
jects. The method consists of two probabilistic mod-
els for man-made and natural objects. The prior visual
knowledge has been used as the constraints in the for-
mulation of this method.

Marroqin et al. [14] have given a probabilistic so-
lution for the ill-posed problems in Computer Vision.
They have given stochastic approach to solve the in-
verse problems of Computer Vision.

3 Problem Formulation

In this method, shading information is used as the visual
information. Shading (variation in image intensity) in
the image depends on the condition under which the ob-
ject is illuminated. The different reflectance maps have
been given in order to map the scene radiance to image
irradiance. If we assume that the viewer and the light
sources are far from the object, then we can introduce
the reflectance map, a means of specifying the depen-
dence of brightness on surface orientation. If we elect to
use the unit surface normaln̂ as a way of specifying sur-
face orientation, then the brightness can be computed as
a function of orientation in the formR(n̂). If we usep
andq instead, we can use the formR(p, q). The most
widely used reflectance map in SFS is Lambertian re-
flectance map which is given as follows.

3.1 Lambertian Reflectance Map

If n̂ andŝ are the unit surface normal of the object and
the unit illuminate vector respectively i.e.

n̂ =
(−p,−q, 1)√
1 + p2 + q2

, ŝ =
(−ps,−qs, 1)√

1 + p2
s + q2

s

(1)

then the Lambertian reflectance map is given by their

scalar product in the following form

R(p, q) = ρ
1 + pps + qqs√

1 + p2 + q2
√

1 + p2
s + q2

s

(2)

whereρ is the albedo of the surface and0 ≤ ρ ≤ 1.
Let the equation of theith planar surface of the poly-

hedral object be given by

pix + qiy + z + ri = 0 (3)

then the normal vector to theith planar surface iŝni =
(pi, qi, 1).

Let any three consecutive vertices of the planar sur-
face in the image beA(xi, yi, zi), B(xi+1, yi+1, zi+1)
andC(xi+2, yi+2, zi+2), in whichx andy coordinates
are known, while, thez coordinates are unknown, which
are to be calculated.

Taking the vector product of the vectors
−−→
AB and−→

AC, and making the third component of the product
vector to unity, we get

pi =
(yi+1 − yi)(zi+2 − zi)− (yi+2 − yi)(zi+1 − zi)
(xi+1 − xi)(yi+2 − yi)− (xi+2 − xi)(yi+1 − yi)

(4)
and

qi =
(xi+2 − xi)(zi+2 − zi)− (yi+2 − yi)(xi+1 − xi)
(xi+1 − xi)(yi+1 − yi)− (xi+2 − xi)(yi+1 − yi)

(5)
If the object is illuminated under the Lambertian re-
flectance map, then the light intensity of theith planar
surface is given by the following equation

Ii = ρ
1 + pips + qiqs√

1 + p2
i + q2

i

√
1 + p2

s + q2
s

(6)

or

Ii − ρ
1 + pips + qiqs√

1 + p2
i + q2

i

√
1 + p2

s + q2
s

= 0 (7)

3.2 Energy Function and Constraints

Due to the wide domain of applicability and almost fair
approximation to the object surfaces, we have used the
Lambertian reflectance map in the image irradiance equa-
tion of SFS technique. Theoretically, the left side of the
Eqn.(7) should be0, but experimentally, it is not fair to
expect its value to be exactly0, hence we are intended
to minimize the square of the left term in the Eqn.(7)
as the minimum of a square term is always0. Thus the
energy function is written as follows.

(Ii − ρ
1 + pips + qiqs√

1 + p2
i + q2

i

√
1 + p2

s + q2
s

)2 (8)



On substituting the values of light source direction, albedo
(which are known) and the values of variablespi andqi

from Eqn. (4) and (5), in the above energy function, we
get the energy function in which only depth valueszi,
zi+1 andzi+2 are unknown. However, the above energy
function is not sufficient to produce the unique depth
values for the vertices of the polyhedron. Hence it is
necessary to impose the extra constraints for getting the
unique depth values. We have added two geometrical
constraints [5] to get the unique solution.

The first constraint is imposed as the normal plane
constraint. The vector product of each face of each pair
of concurrent 3D edges in the same planar face gives
the same normal vector to the face

(AB ×AC) · (AC ×BC)
‖AB ×AC‖‖AC ×BC‖ = 1 (9)

which can be written in the minimization form as fol-
lows

{1− (AB ×AC) · (AC ×BC)
‖AB ×AC‖‖AC ×BC‖ }

2. (10)

The second constraint is the edge length proportionality
constraint. Because the length of the edges of the object
should be proportional to the length of the correspond-
ing edges in its 2D projected image. It is assumed that
the nature of the projection is known to us.

If ei, i = 1, 2, ..., |E| are the edges in a planar sur-
face in 3D space andei′, i = 1, 2, ..., |E| are the cor-
responding edges in the projected image then the mini-
mization can be written as follows:

{ 1
|E|

‖ei‖
‖ei′‖ − r}2 (11)

wherer = 1
|E|

∑ ‖ei‖
‖ei′‖ . The edge length is calculated

as the Euclidean length.
Hence the complete minimization functional becomes

{Ii − ρ
1 + pips + qiqs√

1 + p2
i + q2

i

√
1 + p2

s + q2
s

}2 +

λ{1− (AB ×AC) · (AC ×BC)
‖AB ×AC‖‖AC ×BC‖ }

2 +

µ{ 1
|E|

‖ei‖
‖ei′‖ − r}2 (12)

whereλ andµ are the weight factors whose values are
given to control the minimization functional. In the
above minimization function all the terms are written
in the form of coordinate of vertices, so the function
has onlyzi, zi+1 andzi+2 unknowns, which are calcu-
lated by the minimization of the function using Genetic

Algorithm. Since, we are dealing with each planar face
individually, there is no place left for the superstrictness
problem and the method works well in the case of small
error in vertex positions.

3.3 Nonlinear Optimization

In order to search a global minimum of the objective
function in Eqn. (12), we have used the existing Genetic
Algorithm tool box in MATLAB. The value of control
parameterλ in objective function is taken as the area of
individual planar surface in the picture because the area
of the planar surface in the projected image is propor-
tional to the area of the planar surface in the scene. The
value ofµ can be taken any scalar quantity as the recon-
structed shape is proportional to the original shape and
not necessarily to be the original shape. We have taken
the value ofµ as unity due to the simplification in the
calculation. Generally, there is no criteria for the ini-
tial guess of the variables, which are to be computed by
optimization algorithms. The Genetic Algorithm [4] is
preferable in this sense because in Genetic Algorithm,
the optimization is possible without giving the initial
value to the variables. The objective function in Eqn.
(12) has been given as the fitness function with two vari-
ables. The minimization has been done at least up to
the order of10−8 accuracy. The minimization process
has been done repeatedly for each planar surfaces of the
polyhedral object. We assign the value ofz as0 to one
of the vertices of the initial (starting) plane surface. By
minimizing the above function, thez values are calcu-
lated of the three vertices of each planar face and thez
values for the rest vertices are calculated by using the
equation of the planar surface.

4 Experiments and Results

For the construction of the scene of truncated pyramid,
the coordinates of the vertices of the truncated pyramid
are taken as by Sugihara [21] and given in table 1. The
constructed scene is projected orthographically onxy
-plane.

There are six vertices and five visible planes in the
projected image, which are numbered in the parenthe-
sis. First plane in background is assumed asxy-plane.
The light source direction to illuminate the object is
considered as(1,−1, 4) and the albedo(ρ) as 1. Us-
ing Eqn. (6), the image intensity is calculated for each
visible planar face of the polyhedral scene and a shaded
image is generated as shown in figure 2(b).

Since the image is synthetic, the vertex positions
are corrected upto digitization error. For showing the
applicability of the presented algorithm, the incorrect



Table 1: Co-ordinates of Truncated Pyramid Scene.

No. X Y Z
1 0.7 3.8 0
2 10 10 0
3 7.6 7.5 0
4 6.0 4.9 8.0
5 3.02 3.9 5.27
6 0.7 3.8 0
7 6.6 2.6 6.5
8 8.3 0.5 0
9 0 0 0
10 10 0 0

Table 2: Co-ordinates of Cube Scene.

No. X Y Z
1 4 1 1
2 5 4 3
3 7 5 8
4 6 2 6
5 0 0 0
6 1 3 2
7 3 4 7
8 2 1 5

Table 3: Co-ordinates of Book Scene.

No. X Y Z
1 1 3 0
2 6 3 0
3 2 5 3
4 7 5 3
5 1 7 0
6 6 7 0

Table 4: Co-ordinates of Truncated Cube Scene.

No. X Y Z
1 2 1 2
2 3 1 2
3 3 1.5 2
4 2.5 2 2
5 2 2 2
6 2 1 1
7 3 1 1
8 3 2 1
9 2 2 1
8 3 2 1.5

(a)


(b)


(c)
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Figure 2: (a) Structure of the truncated pyramid (b) Shaded image
of truncated pyramid (c) Recovered shape of truncated pyramid

line drawing was generated by adding random perturba-
tion±0.1 in the image coordinate values of each vertex
in the correct line drawing. The random perturbation
were generated by using the uniform distributed num-
bers within the above range.
The shaded image in figure 2(b) is the input image for
the 3D reconstruction. The image intensities of each
planar faceIi, i = 1, 2, ..., 5 are known in case of syn-
thetic images and are calculated from the image in case
of real images. The(x, y) coordinates of each vertex are
known in case of synthetic image and are calculated by
using any appropriate edge detection technique (Canny



(a)


(b)


Figure 3: (a) Shaded image of cube (b) Reconstructed Shape of cube

(a)


(b)


Figure 4: (a) Shaded image of Open Book (b) Reconstructed Shape
of Open Book

(a)


(b)


Figure 5: (a) Shaded image of Truncated Cube (b) Reconstructed
Shape of Truncated Cube

edge detection) [1], in case of real images. Thez coor-
dinate values of any three vertices in a plane are calcu-
lated by minimizing Eqn. (12) as discussed in section
3.3 and thez values of other vertices in the same plane
are calculated by using the equation of plane. The re-
constructed shape of the truncated pyramid is shown in
figure 2(c). The Synthetic image of cube is generated
by using the coordinates of the vertices given in table
2. The orthographic shaded image of cube is generated
by using the Lambertian reflectance map and shown in
figure 3(a). The shape of cube is reconstructed by us-
ing the proposed methodology and shown in figure 3(b).
The third test image is the synthetic image of the open
book shaped structure. The shape of open book is made
by using the coordinates given in table 3. The shaded
image of open book is shown in figure 4(a). The shape
of open book is reconstructed by using the proposed
method and shown in figure 4(b). The final test is the
synthetic image of a truncated cube with four visible
faces. First, the 3D scene of truncated cube is generated
by using the coordinates shown in table 4 and then the
projected scene is projected orthographicallyxy plane.
The intensity of each visible face is calculated by us-
ing the Lambertian reflectance map and a shaded image
of truncated cube is obtained as shown in figure 5(a).
The proposed method is applied on this obtained image
and a 3D shape of truncated pyramid is reconstructed as



shown in figure 5(b). In all experiments, the recovered
shapes are similar to the shapes of actual objects.

We briefly compare the proposed method with some
well known existing methods [21], [18] and [17].

In Sugihara’s method [21], all the faces are consid-
ered together, thus the fundamental equations for the
line drawing are too strict. The system of equations
have no solution in case of incorrect line drawing. For
getting the solution in case of incorrect line drawing, the
redundant equations responsible for superstrictness are
deleted. However, in our method, each planar face of
the polyhedral object is dealt separately and the depth
values at each vertices in the same planar surface are
calculated. Hence, no place left for the superstrictness
problem.

In Shimshoni’s method [18], uncertainty at the ver-
tices due to the error in vertex positions is taken as vari-
able and the fundamental equations are formulated in
non-linear terms. The non-linear terms are linearized
by introducing new variables. The number of variables
in the proposed method are relatively too small than the
Sugihara and Shimshoni’s method.

In Shimodaria’s method, planar faces are treated sep-
arately and joined by Sequentially - Face - Positioning
method. The prior information are used in this method
as the constraints for the reconstruction. In the pro-
posed method, no prior information and the number of
variables are used in this method are very small as com-
pared to Shimodaria’s method. The Genetic algorithm
is used for the global minimum search which is better
than the optimization used in [21], [18] and [17].

5 Conclusions

The proposed method is simple and robust, because it
has only two variables in objective function and the
method is also applicable in case of slight error in the
vertex positions. In this method, no prior information is
needed and the Genetic algorithm is used for the mini-
mization of energy function. Hence, the optimization is
possible without any initial guess of the variables. The
method is tested on synthetic images and satisfactory
results are obtained.

However, this method has some drawbacks. This
method deals only with the visible surface of the object
but not any hidden surface. The Lambertian reflectance
map has been used in this method, however, all the sur-
faces specially, shiny objects can not be approximated
by the Lambertian reflectance map.
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