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Abstract. Many algorithms of grammatical inference were developedséveral types of grammars.
The grammatical inference problem consists of finding, feoset of strings, a grammar that produces
all the strings of this set [3]. We are interested here by tifierénce of particular grammars, noted L-
systems, which are parallel rewriting systems most fanyaustd to model the growth processes of plant
development. We present a survey on methods of L-systemeimfe proposed since the creation of this
rewriting system by Aristid Lindenmayer in 1968 [15]. Thegmatical inference of L-systems has been
studied over the past 30 years, and that in relation to skeaeyas of application of produced L-systems.
We are interested in looking at this problem from the pointiefv of a possible use of these methods
for an application in biological modeling, particularly the modeling of plants. In order to provide
a better understanding of the research challenges of lersystference, this article presents a detailed
investigation of current state-of-the-art algorithms system inference, with an analysis highlighting
their positive and negative points. Open research issealso discussed, with an objective to spark
new research interests in this field.
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1 Introduction In a general way, grammatical inference consists of
finding the grammar or automaton for a language of
which we are given an indirect presentation through
1.1.1 Definition. The problem of inducing, learning Strings, sequences and words, trees, terms and struc-
or inferring grammars has been studied for some timéures, or graphs.

as a practical problem of attempting to represent some 1.1.2 Parameters of learning processle la Higuera
knowledge about strings or trees through a typical reg?roposes in [10] arguments to measure the quality of
resentation of sets of trees and strings, such as an dhe inferred grammar, which should also somehow give
tomaton or a grammar [3]. a measure of the quality of the learning process:

The grammatical inferencés a specific instance of - Definition of the targét the hardness of the learn-
inductive learning which may be formulated as the disi"d task can depend on the complexity of the target, and
covery of structures from examples that are supposed gyestions linked with teaching (is this particular target
have been generated by the same process. In this parfgachable?). o
ular case, all examples known pssitive sampleisu- -To choqse_|dent|f|cat|on or approximation as con-
ally consists of a set of defined strings on a specific af€rgence criteria: Now we have a target, and we are
phabet. A negative sample, ie a set of counter-exampl§&/€n some data to work from. So the question is: How

of th_e target language, can also help the process of in- 1hetargetof an inference process correspond to the type or the
duction. class of the sought grammar.

1.1 Grammatical inference




are we going to measure success? A first school of 1.2.2 Basic definitions. We shall present the no-

thought defines success only when the actual targettisn of a L-system such as outlined by Lindenmayer in

found. This leads to the elegant concepid#ntifica- [15]. We denote ah-systenG by the triple(X, P, wy),

tion in the limit(named Gold identification [8]). A sec- whereX is the alphabet? = {4 — w/ A € ¥, w € ¥*}

ond school of thought consists of saying that we coulthe set of production rules , and, € T the ax-

accept to be a little wrong. Again an elegant settingpm. The major difference of L-systems with Chom-

calledProbably Approximately Correct learnirttas been sky’s grammars is the parallel derivation of all symbols

introduced by Valiant [22] to deal with this case. of a string at the same step, this corresponds to the de-
- To choose a particular presentaJﬁ\mf a language velopment of biological organisms, also all symbols can

with grammar (or an equivalent way): As languages caproduce. In éracketed L-systerite two symbols [’

be infinite, there is no way we can manipulate languagesnd ']’ are considered iix, they are used to signal the

directly: We can only use the grammars. beginning and the end of a sub-branching structure in
1.1.3 Difficulties in the learning grammars pro- the turtle geometry [1]. An L-system is calletbter-

cess.One thing is to build algorithms, another is to beministicif and only if there is at most one production

able to state that these work. For this fact, difficulties inn P for each symbol o, and is calledoropagating

learning grammars process are invoked in [10] as ques-and only if no rule of P does contain a right part

tions about validation and comparison of learning apequal to the empty string, so in a propagating L-system

plications. The main questions are: (1) Does this algazells cannot simply disappear. The abbreviation DPXL-

rithm work? (2) Do we have enough learning data? Casgystem stands fateterministic propagating-sided L-

we put a higher bound on the number of data needexystem, with x {0,1,2}. z indicates the type of in-

to have some guarantee? Or some lower bound on tkeraction between neighboring subunitsz I 2 stand

guantity of data without which learning is impossibleXor two-sided interactions where each rule Bfis in

(3) Do we need some extra bias? If what we are lookinthe forma < A > b — w with a andb are respec-

for is just going to be impossible to find, is there sometively the left and right context of the symbdl. = = 1

way we can artificially (or not) reduce the search spacstands for one-sided rules of the foth> b — w or

in order to perhaps have more hopes to find something?< A — w, andz = 0 for no interactior(Information-

(4) Is this algorithm better than the other? and finallyessL-system with rules of the forrdl — w). From an

(5) Is this problem easier than the other? L-systemG = (3, w, P), anL-schemean be defined
de la Higuera proposes also alternatives as to hoasS = (X, P) [20].

to answer these questions among them: (1) Use well 1 2 3 L-system inference. There are many open

admitted benchmarks: Algorithms could compare ongroblems involving studies of L-systems. Among them,

against the other and hopefully allow engineers to choasg inference problem formulated as: Given a structure,

the better algorithm for a given task, (2) Build your ownfind an L-system that can produce that structure. The

benchmarks, (3) Solve a real problem: In all cases, solyrammatical inference of L-systems has been studied

ing a new unsolved problem on true data is meaningfubver the past 30 years, and that in relation to several

(4) Mathematical proofs of convergence. areas of application. We are interested in looking at
this problem from the point of view of a possible use of
1.2 Grammatical inference of L-systems these methods for an application in biological model-

1.2.1 L-systems. L-systems orLindenmayer systems ing, particularly t_)ranching structures. Fo.r_this fact we
were introduced and developed in 1968 by the biologistn!y invoke the inference from only positive sample,
and botanist Aristid Lindenmayer [15]. An L-systemPecause we can not talk about negative sample for bio-
is a parallel rewriting system most famously used tdegical structures (many justifications are given in [6]).
model the growth processes of plant development, but Several studies have been conducted in this axis,
also able to model the morphology of a variety of nonwhich come as response to some problems arising in
filamentous organisms. They can also be used to gelg¢arning [10]. Some of them give an answer on the
erate self-similar fractals. Originally L-systems werdearnability of several targets, and this from different in
devised to provide a formal description of the develputs. Others offer solutions of L-system inference pro-
opment of simple filamentous multicellular organismsg¢ess, on the basis of certain choices, namely:

and to illustrate the neighborhood relationships between - limit the target to a special class or to a sub-class
plant cells. Later on, they were extended to describef

higher plants and complex branching structures. L-systems,

2A way to formally define a language. - limit the application area of the method,



- using partiCU|ar presentation of the Ianguagev Type of Deterministic Nondeterministic
- take special assumptions on the initial data, L-system | Propag- | Nonpro- | Propag- | Nonpro-
_ : FP ating pagating ating pagating

choose particular conyergence criteria, = = = = ==

- translate the problem in another search space, e | B Dec Dec Dec e

- use a completely heuristic approach, C | Open Open Dec Dec

. H : H A Dec Dec Dec Dec

- define the. inference as. a re;olutlon of g special el ons || o i) — x<i)

problem in an other field, its properties help to c Open O i Dec

guide A Dec Dec Dee Dec

: x=2) | B Dec Dec Dec Dec

the process of_lnferencg. . & | i il 5 =

We will review in this article different approaches Dec: decidable case, Open: open problem

for solving the problem of L-systems inference. Each of = &k I Summaty of sesdlts of Felictangeli amt Herman on. - zystem
them is based on one or more choices from those cited “ )
above. We will also give a number of observations and
conclusions on all of them by highlighting their positive
and negative points. Finally, we will propose solutions 1. If the input sequence verify the propertiega)
to improve capacities of L-system inference process. and(b), then step(2) constructs a correspondent DP2L-
systemL = (3,0, g), else there is no DP2L-system of
the required kind:(a) the size of all strings ofp must
increase from left to right { is propagating)(b) there
is no string existent in two different sequencesiand
A number of works have been reported by Herman ankaving different successors in each of thelirig deter-
Walker [9] and by Feliciangeli and Herman [6], inves-minist).
tigating the syntactic inference problem for variety of 2. et/ be the length of the longest stringgn Then
L-language families. They give an answer on the learn; is ani-regular subprocess associated witfintervals
ability of several families, and this from different in- equal tol). Let =, consist of all symbols i and an
puts. For this, they deal with the following problem.  additional symbol;. The alphabek of L consists of
ProblemXx: Give a procedure which, for any fi- all symbols in%, and symbols representing all strings
nite sety of sequences of strings, decides whether asf symbols from¥, of odd length between 3 and-2
not there exists a deterministic or non-deterministicand. The symbol which represents the stripgvill be
propagating or non-propagating xL-systdirsuch that  denoted byp]. ¢ is defined in such a way that, starting
 has propertyX with respecttal (X € {A,B,C), from any p;j, after! — 1 steps each cell will be in a
and produces such ah, if there is one. state which indicates to that cell what the wholepgf
This problem means that the hypothesis space itsa#f, and how many cells from the end that particular cell
is dependent on the input data. We will use this nois. Then each cell can change into the state of the cell
tation throughout this article. An answer to 30 fromin the corresponding position jn;.1, with the last cell
36 instances of theroblem X x is provided in [6], the dividing into many cells ifipij:1| > |pij|. This is done
other six are still open, Tablel summarizes this resultsn the way described in Algorithm 1.
In each of the 36 instances, Feliciangeli and Herman as- Analysis. Herman and Walker next give an evalua-
sume that the input is finite set of finite sequences oftion of the resulting solutions. They highlight the very
stringsof the formy = {(p1.1, 1.2, -, P1my) fact that these algorithms produced an L-system which
(D215 P22y <y D2imy) veees {Pm.1s Pm,2; ---s Pmm,, ) |, Where  does the job, but which is more complicated than an-
pij denote thei*" string in theit" sequence of, and  other model which is also appropriated. They also in-
aij » denote thek*" symbol in the stringy;j. The infer-  troduce some concepts that help to choose the best so-
ence procedures given in [6] are guided by the proofsition from those given by Feliciangeli and Herman's
(which are constructive) of the decidability of existencelgorithms. One of these concepts consists on identifi-
of an inference algorithm for each type of sequencesation in the limit or to complexity measures to select
To indicate the type of methods used, they shall give e 'best’ system consistent with the finite data.
solution to the DPB2 problem whose main idea is: From our point of view, in addition to the fact that

- _ o _ they produce a no minimized grammar[9], the work of
3X represent information about the time intervals betweeings Feliciangeli and Herman focused on “the syntactic In-
of a sequence as follows, A’: all intervals equal to 1, B’: all

intervals equal but of unknown length(™: intervals of arbitrary fgrenc_e problem applied to biological systems”, these
lengths. biological systems concern only filamentous structures

2 Study of decidability in L-system inference
problem




Algorithm 1 A sclution of the DPBE2 problem as proposed
by Feliciangeli and Herman.

Input: - A sequence @ = {{Py 1Pz Pl
(P2 1:P22-iP2ns ) v - (P 13 Po 25 P} F-
Ouiput: - Is @ a PD2L-sequence or no? If yes give a corre-
sponding PD2L-system L = {E 7. &}
Method:
If the size of all strings of @ increase from left to right and there
i no string existent in two different sequences in @ having dif-
ferent successors in each of them. then

-For all symbols a. &, ¢ and d in Eq. for all strings p

of symbaols from Zy of odd length between | and 20 — 5,
For l <i<m B < j<nl=&<|pj;l
and for all x. z € X do:
Sia.b,c) = {[abc]},
- { [abped] ),
ped)) — {lgbped]}.
— {[abpeg]}.

ifk < |pij|andk = |pizal.
{ffi.j.—l. pugl T blpg 141 i gl pgen } . IFE=]
{et, ifk > |piinl
- For all other symbolsx, ¥y and zin Z: §{x,»2) = {¥}.

|andk < |pizal.

- Retum L.
Else Rewrn ¢,

that can be described by deterministic or non-determm

and propagating or non-propagating-systems with

z€ {0,1,2}, the positive sample set does not include
more complex biological systems like tree structure
that can be, at least, described by bracketed L-systerr

3 L-system inference based on changing search
space

3.1 Algebraic resolution of DOL-system inference

string is replaced by it$arikh vectaP. The search

of the linear dependence within Parikh vectors means
that we look for a growth function for each symbol of
the given alphabet, in a global way it's represented by
the growth matrix (notedl = [4; ;]; jeq1,...x} iN @lgo-
rithm2). EachA; ; correspond to the number of occur-
rences of the symbal; € ¥ in the right parta of the
rule corresponding to the character (i.e. in the rule

a; — «). Starting fromwy, all production rules will

be then deduced from this matrix from the fact that we
know time intervals separating all strings ©fit's suf-
ficient to make the correspondence, from left to right,
between symbols of each string and substrings of its
SuUCCessor in.

To conclude, these algorithms make use of the num-
ber of letters present in each given word, and are able
to discard the vast majority of combinations at an early
stage.

Algorithm 2 Algebraic algorithm of DOL-syztem infer-

ence from a consecutive sequence

Input: - an alphabet £ = {a,...,q;} of size k,
- asequence of k + 1 words 5= wg,....wy, {5 is called initial
consecative subsequence ).

Output: all DOL-systems G for which s is the initial subse-
quence of #(G).

Method:

- Form the parikh-images of 51 =Wg....05:

-LetA £ B he the growth matrix of 7, with

Wiy Wi Wy e WR
A . . = . .

- For all matrixes A obtained by solving the equation A =T5 1
- Determine the useful production rules P uniquely from
A and 5. and finally return P.

) noted AS =T

A particular method of the syntactic inference problem

of DOL-sequences is proposed, by Doucet in [5], by In algorithms 2 and 3 there is multiple solutions for
presenting algorithms based on an algebraic approaeh x(z), andEp, thus we must compute the solution of
rather a combinatori4lone. The initial information P for all the cases, which leads to find all DOL-systems
may have various special forms: the words are giveassociated to the initial sequence.

as a sequence which may be either consecutive (illus- Analysis. Our study of this case of DOL-systems in-
trated in the algorithm1) or scattered (described by aference has identified several remarks and conclusions.
gorithm2), and the rank order numbers of each stringirst we say that their essential strong points can be
(its order in the language) are given as well as the abummarized as follow: Doucet treats the cases of in-
phabet. Essentially, the goal of this method is to finderring DOL-systems from A and C L-sequences, which
the development within strings of a languageérom can be referred as problems DAO and DCO. The prob-
those existent in the sequenggethe problem is then lem DCO is one of the 6 such problems for L-systems
translated in thelgebraic search spaced-or this, each posed in [6] which are still open. To solve it, Doucet

4A combinatorial method seeks for a solution by testing all pos- °For an alphabeE={o1, ..., oy}, the parikh-vectorw assigned to
sible combinations on input data in the aim to discover thelede a wordw is defined as a vector iINK with its i coordinate equal to
result. the number of occurrences 6f in w.



gives additional information consistent on the exact ranuence is large, the more complex calculation becomes:
of each string in the sequence, as well as the alphabétandle large matrices and find recurrent relations be-
The inference problem is known to be decidable as soaomes difficult.

as the alphabet is given. Also the matrix representa- From the biological point of view: L-systems are
tion of the problem leads to a simple and effective algecurrently fully dedicated to modeling of plants by in-
braic resolution, which allows saying whether a givertroduction of the graphical interpretation of their sym-
sequence corresponds to a DOL-sequence or not. If dmls (the turtle graphical defined in [1]). The simplest
it finds all possible DOL-systems associated with him. form that can be modeled by DOL-systems corresponds

Algorithm 3 Algebraic alzorithm of DOL-system infer-
ence from a scattered sequence

Input:

- an alphabet E of size k,

- asequence of words s=wy ....,w;_, with the ranges ip< i< --<ip
and p arbitrary (5 is a scattered subsequence ).

Output: - Is 5 part of a DOL-sequence or no? If yes give all
possible G's from s

Me thod:

- Form the parikh-images of s: 3=y ....0%;, 3

- Find a linear dependence relation {recurrence relations) within
%, and find ite associated polynomial wix):
If the linear dependence relation with integer paramelers cxists
then continue Fwe have a DOL-sequence®/
else break; =i ix mor a DOL-sequence and in this
case there is no solurion given by this method™!
For all monic divisors ¥ {x} of Wix} (with inleger coefficients
and degree m < k) do
- Compute the coefficient matrix C from ¥ {x) and the index
set of s;
For all £, = 5™ satisfying the matrix equation
5 =FEyC do
- Determine Wy from g% ... 0 as found in Epy
and from J{x) "s associated recuwrrence relation:
For all growth matrixes A & FF satisfy ing the matrix
equation £; =AEL(E| i1s composed from Ej, and Wy, ) do
- Find the set of production males P from A and
the words of s, and return P.

to tree structures easily represented by the brackets [
and ], in which a branch is modeled by a well formed
string, and every production rule associate a symbol to
a well formed string. This method of DOL-system in-
ference does not take into account this aspect during
the decomposition of each word of the sequence, and
then the production rules may contain right parts cor-
responding to no well formed strings. In addition, this
inference case does not meet the biological motivations
of L-systems inference. Indeed, it is difficult to provide,
from observations of the biologist; rank associated with
each stage of development of a tree in addition to his
precise description.

3.2 PDOL-Inference from developmental sequences
(tree structures)

A rigorous algorithmic procedure for finding determin-
istic interaction-less models from developmental seqgegnc
(tree structures) are formulated by Jurgensen and Lin-
denmayer in [12], they infer bracketed PDOL-systems
from BL-sequences, which correspond to the PDBO prob-
lem. These models represent control mechanisms based
on cell Iineagé@ They try to model the practical infer-
ence procedure as used by biologist. The basic biologi-
cal assumption made is that: no interactions take place
in the course of development, the biological process
underlying the observations is deterministic, and that

In addition, this method presents some limitationsSufficiently frequent observations are available at equal
, fime intervals. They were not primarily concerned with

namely: (1) Many restrictions on the initial data: The : ) ) . '
alphabet and enough words must be given, as well tfie start configurations but rather with potential deriva-

words rank order numbers. In addition, the number dfon: for this reason they mainly work with OL-schemes.
words depends on the size of the alphabet. (2) Also This method tries to find derivation rules from the
this method works only if sufficient words are givenbehavior of each_apex in time, which correspond to the
to establish a linear dependence relation between th&fScendant relationsetween each apex and its descen-
Parikh-vectors, even then, a certain amount of trial-andant part in the next tree of the sequence. For this it
error work is necessary. (3) In absence of a recurrenddi€S 10 associate each apex of a tree to its descendent
relation within the given sequence the method simpl;?art in the next tree of the sequence, this association,
does not work. In addition, the recurrence relation i@med descendant relation, will then create a produc-
found intuitively. The most important questions are: 110N rule, of course in this case it resonates directly on
there any algorithm for the detection of this recurrenft codified format of all strings representing the trees
relation? And is there any algorithm which confirmsOf the sequence (by assigning a unique code to gach
the inexistence of any recurrence relation within the sé2P€X)- This method regroups all descendent relations

quence? (4) Complexity of CompUta_tionS- Ind_e_e_d, the “epifferential gene expression resulting from equal or uratgell
more the size of the alphabet or the size of the initial setivision processes in development.




in graphs calledlescendant treesThe construction of
each graph begins from the code of each apex;ifthe
first string of the sequendewv, wo, ... }), which will be
related to the codes of its descendant part in the seco

stringws, the same principle can be applied to apexes

of wo with parts ofws, and so on. Then, there will be
as many graphs as there are apexes;inTo reduce the

number of the obtained rules, the method performs the

unification of the symbols associated witomorphic

sub-graphg, which correspond to identical sub-trees

developmental model.
The main idea of this algorithm can be formally
summarized as follows:

Algorithm 4 PIDL-system inference from a dévelopmen-
tal sequence
Input: a POL based observarion £ which is the pair oft a POL-

scheme 7 with special requirements on the basis of biological

background. And a pair of finite seguences W =
(""I'J: 1 \ilg |......ll-|,]'

Ouipul: PDOL-scheme representing W

Method:

- Take the sct of derivations Iy constructed from 7 and W;

- Define a PIML descendant system T, (L, 8. F, 0] consis-
tent with d = D'g by renaming the apexes in each string x; of d
with indexed symbols a*l {1 = i< len{x;]) (the definition of the
initial coding d»: & — ,‘_'::-'. and for each apex a; we determine the
tree T)' of its descendants (the set §). T' will ex hibit the lineages
with ”ir as the origin:
Repeal
- Find the isomorphic subtrees over all T[' {over X
- Encode the isomorphic subtrees with the same symbol
{modify the PDOL descendant sy stem according to this new
isomorphism found );
until stabilization of the set of descendant trees (no other iso-
morphism can be found from the actual PDOL descendant sys-
temil);
- From the obtained trees of descendants we read off the resuli-
ing CPDOL-scheme:
- lgnore the coding in the aim to find the underlving PIDOL-

scheme, and retumn the resulting one.

1. Take a POLbased observatiofR which is a pair
of:

(a) a POL-schemé& with special requirements
on the basis of biological background, thes

branching structures serves as thdevel-
opmental patterfior this inference procedure.

“Isomorphic graphsare identical except for the labels of their
nodes.

(b) a pair of finite sequences

W = ((wi%:l,_,.,n ) (ti)izl,...,nfl)

consists of the observed structutgsand the
time intervalg,;; one assume that; has been
observed at timé, wy at timel + ¢, ws at
timel + ¢ + t9, etc.

nd

2. Construct the sddg, of all derivations with respect
to G which start withw, derive wo, ws,... with
the number of steps, ts,..., than this consist on
finding all possible intermediary strings between
two w; andw; 1 if ¢; > 1 consistent withG.

. For a POL-based observatibhandd € Dq, let
D(d) be the class of all PDOtescendant systefns
consisterft with d. A PDOL descendant system
consists on the codification of all apexes of initial
trees, as well as the set of all descendant trees con-
structed fromd. It is the goal of this method (as
described in Algorithm 4) to determine a PDOL
descendant system withiR(d) which is particu-
larly well structured and small. These can be per-
formed recursively by unification of codes associ-
ated toisomorphicdescendant sub-trees. Then the
inference problem is solved here in tR®OL de-
scendant systems search spdoem which we ex-
tract theCPOL-schem@ and then the final PDOL-
scheme.

Analysis. There have been several remarks made in
[12] on the performances of this algorithm: Whereas
an inference procedure for such systems can always be
carried out, not all solutions found are biologically ac-
ceptable. A mathematically precise and algorithmically
useful description of such a procedure needed to be for-
mulated. In addition, this algorithms used OL-forms to
describe the search space and thus to guide the algo-
rithm. In this way they have obtained a satisfactory
solution for DOL-inference problem with observations
corresponding to consecutive derivation steps. The case
of non-consecutive observations needs further clarifica-
tion as to which criteria should govern the selection of

8a POL descendant systetis a 5-uple® (%,0,9,5,0),
where: X, © are respectively the alphabet and the code alphabet;
d : ©® — X is the coding;§ the trees of descendants (trees with

k Y . fabels in©); 6 : © — 2% with 0(x) is the set of all the trees &
requirements limits the kind of the rules per-

mitted, for example the choice of sub-apical

havingz as their root label.

9The consistenceexpressed the connection between derivations
and descendant systems in a precise way in which there is akpec
mapping between the strings of the derivation and the codirlyeo
PDOL descendant system.

10A COL-system is a quintupled (A, 2, Q,w, P), where
3, w, P are parameters like for a OL-system, afidis an alphabet
andQ is a coding fromX to A.



a derivation. Also, the exact computational complex 7
ity of the PDOL-inference algorithm is still open prob- T,

lgorithm 6 Computing a PDOL-system from a test set

lem, as well as the existence of less costly solution: Procedure(T;Grj:

The question also remains whether there are other, ¢ {4} Decomposition of T in F L

sentially different ways to implement the inference pro
cedure. Finally, the inference algorithm presented dot
not necessarily provide an acceptable PDOL-scheme f
a given sequence of observations, if for instance th
number of cell states is exceedingly large.

And from our point of view: The input sequence
must contain sufficiently strings representing informa
tions about the growth process, with sufficiently fre-
qguent observations available at equal time intervals. Bl
a small heights (periods of observations) are quite ur

iB) Let Tz,
(Z;.h;,m; 1 {0 < j < mg— 1) on the basis of Nielsen principle

U’: 0 Tr by computing:

- the sets & which represents rcdcnd,.mt alphabets computed
scparately forcach stning of T ;

- my; the number of this anhab-cls:

- F the set of strings of T for which the alpabets didn’t
correspond to any L;. F comespond to Fi; of the original
system

- Foreach alphabel I; extract the subset Ty, from T where:
Tz, are all sirings of T with alphabet equal o L

and all elements are linearly ordered with respect to =

the lest set of L{G;). then comstruct all Gy =

9]. In thJs stage, one may adopl the efgebraic merhod for ob-

realistic as reliable basis of inferences for pI’aCtlca| ar 1;1;||'|;|1g all hon'[()nujrphp,m\ ,‘Jj l,a{;gf\. ing a \.'.\'||,|_ n 0L sequence

plications. And the resulting grammar is not minimizec of
especially the size of the resulting alphabet. Also th
search of the isomorphic descendant trees are a tedic
task, especially when the size of the set of descenda
sub-trees and the size of its elements are large.

4

The inductive inference problem, adopted by Yokomor
in [23], perform the inference procedure for PDOL-syst¢
by considering a special presentation of the languag
from particular initial data (test set), with "identificati

in the limit [8]" as convergence criteria. For this, they

Identification in the limit of PDOL-systems

Return the PDOL-system G =
end of Procedure(T: );

strings Tg, with alphabet I ;

(C) Definition of Gy (this step are performed using combinato-
rial method):

(C.1) Find Ay rules comesponding to U ;L{G ;). For this, find
the homomorphism be tween the first elements of all test
sels Ty, We must take into account the fact thal each & is
equivalent to mg; applications of the homomorphism fiy-
(C.2) Further, find &y rules corresponding to F inwhich
elements must classifed according to the relation <.

We must also find a rule linking the last element of F with
the first one of a particular Ty ;

(C.3) Let wi the first element of F_ be the axiom of Gy;

= (£, by .wy ) equivalent Lo (7

first show that the family of PDOL-languages is identifi-
able in the limit from positive data, and they also show
that this is not the case of the family of OL-languages.
Further, it is shown that each PDOL-language can
represented as a disjoint union of a finite set and seve
disjoint PDOL-languages((G) = Fo U1 ™" L (G;)).

IJE‘ a sequence ofh¢ alphabets corresponding to differ-
ent strings ofL whereVz; € L(G) —
alphabet(z;)

Fg, andvk > 0,
alphabet(x;yk.me ). Also, their can

exist in L an initial finite sequence of elements with ir-

Algorithm 5 Identifying the family of PDOL languages
Input: a positive presentation of U (I is an unknown PDOL-
language over a fixed alphabet £)
Output: a sequence of PDUL-systems Gr
Method:
Initialize T = &;
Repeat (forever)

read the next positive example w:

et T:=Tu{wk

call Procedure(T ; Gy );

If Procedure(T : Gy ) succeeds then output Gy

else output Gy = (£, 1d. w: {where Id: identity over L)

regular alphabets appearance, this set is obviokigly
We say that it's the initial sequence because of the ax-
iom necessarily exist there. We can exploit this regu-
larity to find general rules of growth df. Just find the
homomorphism between elementsiyf, and after find
the homomorphism between the first elements of the
m¢ languaged.(G
{first(L(G
wherefirst(L(G;)) is the first element of (G
are ordered by the relatioR. This can be clearly illus-
trated in Fig. 1, in which alk;; in L(G;) have the
same alphabet.

i), i.e. between elements of the set

))7 f”ﬂSt( (Gl))? B3 fert( (Gmcfl))}
;) which

Using the same reasoning, Nielsen describes in [19]

the way to find from a PDOL-system the corresponding

Intuitively, sinceL is infinite and is ordered by the

relation< 1 (L is propagating)then there is necessar- of strings of* where|| = m. < is defined as follows: fop; =

(xl

Lo @im) (1=1,2) INN™ v < viff 1 <Vj < m:

11The relation= is defined orN™ representing the parikh image 15 < x5,



L(Gy) W) o Mbad) must dispose of a test set of each language generated

= — by an unknown PDOL-system. Without this test set,
E 5 2 s My s Tt the method cans not success. In the case of grammati-
- % / Y= Xyp —--—b ety cal inference of biological systems, we are not sure of
—— e i f finding such a set directly from observations of a bio-
|:_ | |—Pv;h) g 8 ) logical species. Also, the proposed identification algo-

(s rithm of PDOL-systems use a special procedure which

must found all homomorphisms associated to two given
— R t the link berw string and its successor after a derivation step i i 1 -
e o ;tnngs (sj[eps (B) and (c) in algorithmb), thg computa
tion of this procedure can be so complex in the case
Figure 1: lllustration of strings derivations order in the sétg and  Of & sequence of too long strings. Finally, this infer-
all L(G;) (0 < j < mg-1). ence method did not work on branching structures, be-
cause it aims to find correspondences between succes-
sive strings in the sequence regardless of the semantics

of each symbol (its graphical interpretation [1]).
numbermg, and then explain the method of construc- y (its grap P 1)

tion of eachG;. In summary, we take here the first o
derivations of the target language (named a test set) ! Heuristic inference method(GLP)

the aim to infer a PDOL-system, which correspond t@senetic Programming (GP) has been introduced as a
the problem noted PDAQ, in this context the growtheyristic method to automatically develop populations
function of strings of_ are detected from the frequency of computer programs through simulated evolution [14].
of repetitions of their alphabets, for this the test set Mugonsidering L-systems as rulebased development pro-
contain sufficiently information about the langualie  grams it is easy to define program evolution. Each pro-
It must contain the seft; in addition to at least the se- gram encoded as a symbolic expression has to be inter-
quence(xo,0, 1,0, -+ Tme—1,0, 20,1, T1,15 - Tme 1,1} preted and is assigned a fitness value dependent on the
cited in Fig. 1, in the aim to discover the alphabet repegptimization task to be solved. On the basis of these
titions. fitness the individual programs struggle for “survival of
This principle is detailed in Algorithms 5 and 6. Al- the fittest” and for the chance to become members of the
gorithm 5 identify a PDOL-syster& = (X, h,w) from  next generation. In order to introduce variations into the
a finite setl’ = FGUU?:%_l Te, (called Tinite telltale  program encoding structures genetic operators like mu-
set) of L(G), where eacll;is a test set ofL (G;). tation or crossover are applied. The evolution process
Procedure(’; ) detailed in Algorithm 6, works for all develops new populations of programs from generation
T containing a finite telltale set of(G), and obtain to generation, the interplay of modifying operators and
a PDOL-systemi = (3, hy,wr) equivalent to the selection hopefully leading to ever better programs.
original G for L. L-systems have been introduced independently into
Analysis. Several conclusions have been made ithe area of genetic programming (GLP) by different
[23]: An open problem is whether or not the family ofresearchers. They have been considered as examples
DOL-languages is identifiable in the limit from positive of generative encoding for evolutionary algorithms, we
data. Also, the question remains open whether or nbtave shown some important ones related to plant-like
there exists an algorithm for identifying the family of structures represented by : bracketed DOL-systems [2],
DOL(PDOL) languages in the limit from positive dataparametric L-system [4,11], DOL-systems [16], para-
using DOL(PDOL)-systems, respectively. However, themaetric DOL-systems [13], L-systems of particular tree
is no work concerning the identification of OL-languagespecies [21],...Than the problem is referred as DCXx, be-
families “in the limit” framework, and a little is known cause of this method is evolutionary we can't speak
about the efficient identifiability in the limit, in particu- about their decidability point of view. In these works,
lar, from positive data. several situations have been dealt. Some of them pro-
From the study of this inference method, we extraatiuce derivation rules from a visual result that the out-
several remarks, which the most important ones ar@ut L-system must produce; the calculation of fitness
Yokomori gives very important and useful results on thés then made by interpreting graphically each L-system
identifiability in the limit of subclasses of OL-languagesand comparing its result to the target image. Others in-
from positive data. The strength of algorithms proposeter parameters from a set of already fixed rules.
in this work is the guarantee of identifying a PDOL-  Analysis. We can conclude that genetic algorithms
system in the limit from only positive data. But we provide a good solution for the inference of L-systems,



especially the types whose inferences is considered
be difficult, or that there is no algorithm. However, ——
these inference methods have limitations, which favc L PUE @ Strne S = 5155

- . ! Output: a DOL-sysiems & generating the string 5:
constructive inference methods in cases where they € sfethod:
ist, view the drawbacks of genetic algorithms [14], i.e. - Initialize the set R of production rules of G by the unique rule
(1) The computing time: unknown time of convergence #; — #15z...5x. with R, the axiom; and initialize §' = 5./ = 1;
and compared with other heuristiques, they require ni Repeat

. . -i=i+1and § = &5 (add the next symbol from 5):
merous calculations, particularly at the level of the eval ~ Fid from § the st | of all sobstrifigs oF lefight 2

Algorithm 7 Summary of the SEQUITUR algorithm

uation function. (2) Uncertainty on the glgorith.m' CON-  If their is an element ¢ of [ which repeated in the right
vergence: It should also be noted the impossibility o parts of rules of & (to deal with property p; ) then:

being insured, even after a significant number of ger - create anew rule R — e and replace all occurences of
erations, that the solution is the best. We can only b € in G by the symbol R;;

sure that we approached the optimal solution withot ~micelify the sot I wikahe v subebiing bpin] st
the ¢ substitution;

the certainty of having reached. (3) They are often dif If their is a symbole which not used more than once
ficult to implement: Parameters such as population siz  (verification of property pz for all productive symbels), then:
or the rate of mutation are sometimes difficult to deter - We must remove the rule and substituting its conlents in
mine. But success depends on the evolution and seve place of the other non-terminal symbols. Alse modify 7.
trials are therefore needed, which further limits the ef Untli=n:
. . .. .. Return G.
fectiveness of the algorithm. In addition, choosing ¢
good evaluation function (for the calculation of the fit-
ness) is also critical. It must take into account the good
parameters of the problem. It must therefore be care-
fully chosen. (4) The great spatial complexity depen-
dent on the size of the population. (5) Another imporits performances in data compression, in a linear time

tant issue is that of local optima. complexity. Perhaps its greatest drawback is its mem-
ory usage (to save the structuref algorithm6), which
6 Data compression resolution by L-system is linear in the size of grammar. Linear memory com-
inference plexity is ordinarily considered intractable, although in

o ] practice SEQUITUR works well on sequences of DNA
Another case of grammatical inference was defined by

_ ! _ f rather impressive size.
Nevill-Manning and Witten [18] to meet the needs of
data compression, they proposed an algorithm (named |n addition to this drawback cited in [18] , we can
SEQUITUR) that infers a hierarchical structure from asay that in this case the grammar is inferred from a pos-
string of discrete symbols by replacing repeated phrasé&s/e sample containing only one string, also this gram-
with a DOL-system rule that generates the phrase, amgar are not minimized, and it can only generate this
continuing this process recursively. Also this algorithmstring without generalization: only non-recursive gram-
works incrementally, and uses two defined properties:mar are inferred by this method, whereas most useful
p1. no pair of adjacent symbols appears more than-systems are recursive, this process cannot represent

once in the DOL-system. the biological development of a plant structure in which
p2: every rule is used more than once. This propertyepeated modules as well as modules generated by a
ensures that each rule is useful. regular developmental model, called self-similar mod-

These two constraints exactly characterize the gransdes, can be found. For this Nevill-Manning proposed
mars that SEQUITUR generates. SEQUITUR’s operain [17] an improvement of the SEQUITUR algorithm to
tion consists of ensuring that both properties hold (se#eal with bracketed DOL-system rules format when per-
algorithm6). When describing the algorithm, the propforming the inference and this with a unification-based
erties act as constraints. The algorithm operates by ensle generalizer. The unification was made in conjunc-
forcing the constraints on a grammar: whengh&on- tion with the verification that the rules right parts are
straint is violated, a new rule is formed, and when thevell-parenthesed. Although the construction phase of
p2 constraint is violated, the useless rule is deleted. grammar is built in a linear time, the process of its gen-

Analysis. In this case, a DOL-system is inferrederalization to get a bracketed DOL-system with recur-
from a sequence of size 1, and then we can say thsitze rules remains a tedious task, when should look into
the problem here is DAO. The great advantages of thisomorphic rules. This final step makes the algorithm
method, if it is considered as a compression method, ate loose its character as a linear time.



7 Discussion problem to help and to guide the inference process.

We have covered in this paper a large number of results IS0, We can change the presentation of data on
on L-systems inference, and have made their analysi¥Nich we learn. A pretreatment will better target the
It is a vast area in which we found that inference a&eSult: Always wanting to infer a grammar from a se-
presented in this work does not solve all problems fofUence of strings is not the most appropriate format for

all cases. Then what has been done is that particul@l Problems. For example, for trees it would be bet-
types of L-systems have been produced in answer {gr to classify sub-trees that were generated at the same
some particular situation. In addition, we must makdime (and therefore are identical) and use this classifica-

assumptions on the initial data which can take form of 40N to represent the whole of the tree, and this to guide
particular type of sequence, and restrictions on the hytS L-system inference.

pothesis space, sometimes with a specific presentation
of target L-systems.
According to [10], future research directions should Conclusion

focus on inference in a particular area or to solve areal ) )
problem. Each real problem is a particular instance of &S Paper has considered the problem of L-system in-

more general one, which has its own characteristics, thfgence. All this study takes us a general conclusion,
consideration limits then the search space during the ifat there is no universal method of L-system inference
ference process. We are interested here specifically {¢at meets all expectations. Hence, several problems re-
the case of the study of tree structures. There is a go&gin Open in L-system inference. Also, little was done
attempt of Jurgensen and Lindenmayer[12] in solvin%z inference f_ron_"n tree structures, which are clea_rly re-
the problem in the descendent sub-trees search spalgg€d to the principle of L-systems through modeling.
but this solution remains elusive in practice (see sec- We have made three propositions to improve capac-
tion 3.2). While other methods (algebraic, and PDOLIties of L-system inference process: The first one was to
systems identification in the limit) are very effectivecombine several existing methods by dividing the prob-
in abstract languages, they remain inapplicable for trdem into sub-problems and to solve each of them sep-
structures. arately by the most suitable method. The second solu-

Furthermore, since GLP proposition, no attempt tdion is to consider the inference as a solution of another
define a new constructive method of L-system inferenceroblem; this principle allows the use of the character-
has been made. GLP offered a good solution to thistics of the solved problem to help and to guide the
problem but it remains a heuristic because it does nétference process. The third one is to change input data
understand the mechanism with which the plant devefepresentation with one which is more adapted to the
ops: it is a black box that will give us an acceptableProblem and that can improve its analysis.
L-system that generates exactly an input tree without In future, we are particularly interested in the study
guarantees that it also generates its other stages of @dtree structures. This is a largely expanding area whose
velopment. While, the goal here is not only to inferneeds are growing. Several studies have focused on the
but also to analyze the growth process of a biologicdhct to work from their compressed format [7]. In per-
organism. spective, we try to apply our second and third proposi-

The ideal would be to create cooperation betweetions by setting an improved tree compression method
several methods by dividing the problem in several leven the basis of L-systems inference, where in the in-
els; each of them can be solved by the method th&erence process each tree is represented by its initial
seems to be most effective. For example, from a pricompressed format, proposed in [7], from which we
mary plant architecture infers rules describing the strusearch the L-system corresponding to the initial tree.
ture and the development of the basic topology, (lik8his compression will complement the work of Ferraro
in [12]). And use another approach to infer rules deand Godin[7] in the field of study and analysis of tree
scribing the details (like GLP to describe leaves, flowstructures topology .
ers...). These methods, although different, can comple-
ment each other.

Another solution is to consider the inference notag  Acknowledgment
a full-fledged problem but as a solution to another prob-
lem, such as compression of DNA biological sequenc&he authors thank Christophe Godin, Pascal Ferraro and
proposed by Nevill-Manning and Witten [18]. This prin-Jean-Christophe Janodet for collecting the information
ciple allows the use of the characteristics of the solvednd for insightful comments and editorial help.
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