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Abstract. The left atrium receives oxygenated blood from pulmonary veins and is a vital organ con-
cerning congestive heart failure. Several deep learning-based architectures and learning methodologies
have been proposed for left atrium semantic segmentation. These studies have shown good performance
in learning known datasets. However, generalization remains challenging. In this work, we propose a
deep auto-encoder architecture with generalization ability which we call Deep-CodecG*. The proposed
model utilizes a CNN-based auto-encoder, replacing the standard convolution with a two-convolution
layer block. This proposed model is generalization enabled with a proper parameterization for (near-)
optimal performance. The proposed Deep-CodecG* improves performance on unseen test data, with
a dice score of 0.95, which is 6.3% higher than a standard auto-encoder, and 4% higher than V-Net.
The proposed model gave superior sensitivity, specificity, Jaccard, structural similarity values, and Haus-
dorff distance, indicating improvement over an autoencoder with similar two-convolution layer blocks.
Though these quantitative improvements seem marginal, they are shown to impact visualizing the seg-
mented image significantly. The segmented left atrium closely matches the ground-truth data and yields
additional info. Thus, the proposed Deep-CodecG* architecture for left atrium segmentation exhibits
well-generalized and robust performance over various image datasets.
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Introduction cle, etc.

In medical imaging, CNN-based Deep Learning (DL)
has been extensively used [17, 21]. DL models ex-
tract essential features from the images generated by
the various medical modalities. Medical modalities
are indispensable for diagnosing and treating a broad
spectrum of diseases and conditions and play a cru-
cial role in medical research and healthcare. Numerous
researchers learn supervised, semi-supervised, and un-
supervised DL architectures by analyzing cardiac MRI
and CT images [3]]. Using cardiac images, DL architec-
tures segment the left atrium, left ventricle, right ventri-

The left atrium receives oxygenated blood return-
ing to the heart from the pulmonary vessels. During
elevated blood pressure, the left atrium grows in size,
an occurrence called left atrial enlargement [22]. Radi-
ologists manually determine the left atrium size using
cardiac MRI, CT imaging, and other modalities [30].
This helps physicians determine the risk of a heart at-
tack in hypertensive patients. Left atrial enlargement
may also indicate heart failure. Manual segmentation
[6] is a laborious process. In medical imaging, Ma-
chine/Deep Learning (ML/DL) operates automatically
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and reduces manual labor [27]. Numerous researchers
used DL architectures to segment the left atrium auto-
matically.

For medical image segmentation, DL techniques
implement encoder-decoder using CNNs [[13]]. For left
atrium segmentation, researchers rely significantly on
U-Net architectures. Numerous studies have created
various enhanced variants of a U-Net [25] architecture
utilizing CNNs [27, [14] 26]. These architectures em-
ployed skip connections between the encoder and de-
coder to mitigate the vanishing gradient problem.

This paper proposes a CNN-based deep learning
model called Deep-CodecG*, wherein deep stands for
deep learning, codec for autoencoder, and G* for gen-
eralization with appropriate parameterization specific to
the model and data. The proposed model employs ad-
ditional convolutional layers to comprehensively under-
stand the autonomously extracted features from the in-
put by the encoder-decoder. We employ various nor-
malization and regularization techniques with appropri-
ate parameterization for their effective use across the
datasets. We combine two 2D Convolutional layers
with the same mask and generalization techniques for
the auto-encoder in a single block, which we call 2CLB
(2 Convolutional Layers Block).

For experiments, we utilize a publicly available 3D
cardiac MRI dataset and create several 2D slices from
the dataset for empirical experiments. We also config-
ure a standard CNN-based auto-encoder with 2CLB, as
in the proposed Deep-CodecG*; thus, we make another
model based on a U-Net architecture configured with
2CLB for a fairer comparison with the proposed model;
we call this Config. AE. We also consider a V-Net model
for comparison. For a fairer comparison, we use state-
of-the-art performance measures. Finally, we evaluate
the proposed Deep-CodecG* model with two others — a
standard Config. AE and the V-Net and assess their ef-
ficacy on unseen data not used during training and vali-
dation.

The proposed model segments the left atrium in car-
diac MRI more precisely than the Config. AE and the
V-Net. Thus, the primary research contribution of the
work presented in this paper is in demonstrating that
using generalization techniques with proper parameter-
ization and fine-tuned optimization improves the pro-
posed architecture’s performance on various unseen im-
age datasets. Thus, the proposed Deep-CodecG* archi-
tecture for the left atrium in cardiac MRIs is shown to
be robust. The rest of the paper is organized as follows.
Section 2 reviews the related work. Section 3] demon-
strates the methodological formulation of the proposed
model. Section {4 discusses the datasets, implementa-

tion details, empirical results, and analysis. Finally, we
conclude the work in Section

Table 1: Abbreviations

Abbreviation Description

LA Left Atrium

LAS Left Atrium Segmentation

2CLB Two Convolutional Layer Block

Deep-CodecG*  Deep Auto-Codec with Generalization (Proposed)
Config. AE Auto Encoder with 2CLB

2 Related Work
2.1 Left Atrium in Cardiac MRI

Atria (singularly known as atrium) are two of a heart’s
four chambers responsible for facilitating circulation by
rhythmically contracting and relaxing their walls, push-
ing blood that is returned to them into the ventricles via
major venous vessels. The left atrium, located on the
upper left-hand side, is one of the four chambers in the
heart; the lower chambers are known as ventricles. The
left circumflex coronary artery governs the blood sup-
ply to the left atrium, which is drained by the oblique
vein of the left atrium arising during embryonic devel-
opment from the left side of the fetal superior vena cava.

Several heart problems can cause a left atrium to
swell, resulting in left atrial enlargement, associated
with conditions including atrial fibrillation and heart
failure. While health conditions associated with left
atrial enlargement may not always cause symptoms,
some people may experience breathlessness or short-
ness of breath, fatigue, and other symptoms associated
with other heart conditions.

The size of the left atrium varies from person to
person and may change as a person ages. High blood
pressure is one of the conditions that may cause left
atrial enlargement. Diagnosing left atrial enlargement
can help physicians determine the risk of a heart attack
in people with high blood pressure. Determining the
left atrium dimensions is uphill from the cardiac MRI
and CT scans. In this domain, a DL learning model
acts as an automated segmentation tool that can assist
radiologists in estimating the size and other pertinent
information.

2.2 State-of-the-Art Technology

Convolutional Neural Networks (CNNs) are a popular
tool in Deep Learning (DL) for analyzing and process-
ing medical imaging data for various human organs.
Thus, CNNs have been widely used to diagnose, de-
tect, and segment abnormalities in various human body
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parts. For instance, CNNs have been extensively ap-
plied for brain MRI tumor segmentation [19], liver tu-
mor segmentation [9], breast mass segmentation [3]],
and left atrium [12]. In addition, CNNs have been uti-
lized to classify different types of cancerous body cells
[[L8]. Several pieces of research use DL techniques for
left atrium segmentation. However, they have not been
effective as the LA segmentation results need to be ro-
bust for estimating the LA enlargement precisely.

Liu et al. [16] proposed a Fully Convolutional Net-
work (FCN) that utilized 3D CT scans for left atrium
segmentation. Their experiments were conducted on
the STACOMaA13 dataset, which was modest in size. To
create the FCN, the authors used upsampling and de-
convolution. Xiong et al. [30] organized a challenge for
segmenting the left atrium using 3D LGE-MRIs. They
found that CNNs used in a double-sequential manner
outperformed conventional methods and single CNNs.
Kazi et al. [13] used a 3D U-Net architecture for left
atrium segmentation and trained the network with CT
volumes. They used full volumes of CT scans and small
patches of CT volumes to train their network. Kausar et
al. [12] proposed a 3D shallow DNN for left atrium seg-
mentation. They utilized both brief and extended skip
connections with residual learning properties and uti-
lized 20 MRI cases from the LASC dataset. They be-
lieved a shallow network was better than a data-hungry
deep network. Degel et al. [7] used a V-Net architec-
ture and trained it with 3D ultrasound images for left
atrium segmentation. They also handled domain invari-
ance with their proposed network. Du et al. [8] pro-
posed a unified DL model for left atrium segmentation
and visualization. They used 2D convolution with their
network.

Yu et al [31] employed a semi-supervised
uncertainty-aware model for LA segmentation. Their
framework depended on the student and teacher model.
The student-teacher model is advantageous, When the
teacher network is too complex or resource-intensive
to be deployed in real-world applications or when the
available data for training the student network is lim-
ited. The soft targets from the instructor network pro-
vide additional information that assists the student net-
work in more effectively learning from the available
data and generalizing to new data. Li et al. [15] also
used a student-teacher model with some enhancement
for semi-supervised 3D LA segmentation. For LA seg-
mentation, a few studies employed non-DL approaches
such as the level set method [20] and reverse structural
remodeling [23].

The above models effectively learned the image
datasets and segmented the LAs. However, their ap-

propriateness to newer image datasets is mostly unre-
ported. Therefore, in this work, we design and propose
an architecture that takes care of generalization ability
explicitly.

3 The Proposed Deep Learning Architecture

This section details the design and implementation
of the proposed architecture, Deep-CodecG*, and the
workflow for segmentation of the left atrium (LA) from
cardiac MRIs using this proposed architecture. First,
we explain the block diagram of the proposed model;
next, we explain the preliminaries with generalization
techniques; last, we describe the workflow of the Deep-
CodecG* with detailed architecture.

3.1 The Deep-CodecG* Architecture

Many researchersA have used DL-driven autoencoder
architectures, suchA as U-Net [28]], V-Net [7]], Seg-Net
[2], etc., for medical imageA segmentation. These ar-
chitectures preserve more information during the down-
sampling process by leveraging skip connections. In
this work, we propose a model that enhances the per-
formance of such contemporary DL models by apply-
ing normalization techniques on skip connections and
other generalization techniques in the whole network
for robust left atrium segmentation.

Figure|[I|shows the block schematics of the proposed
architecture. The proposed DL-driven model named,
Deep-CodecG* is a CNN-based autoencoder with three
distinctions; (i) each convolution block is a two-
convolution layer block (2CLB), wherein each 2CLB
unit is equipped with normalization and dropout units
(Figure , (i1) each block of an autoencoder/decoder is
configured with 2CLB (Figure[I), and (iii) the CodecG*
is generalization enabled with a proper parameteriza-
tion for (near-) optimal performance.

Deep-CodecG*
Auto-Encoder
T T T T Decdoder T T
'

"7 Encoder T

Additional

Convolutional
Layers
with
generalization
techniques

Figure 1: Block Diagram of the Proposed Deep-CodecG* Model

The Deep-CodecG* learns with the input of cardiac
MRI and gives an output of a left atrium segmented im-
age corresponding to the input image. The proposed
model uses ten 2CLBs and one 2D convolution layer at
the last phase; 21 convolutional layers are used in this
architecture, as shown in Figure We use the ReLU
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activation function with 2CLBs and the sigmoid activa-
tion function after the last layer of 2D convolution.

Activation Function

Normalization

2DConvolution (kernel size 3 X 3, stride 1, padding 1)
Dropout 0.2%
Normalization

2DConvolution (kermel size 3 X 3, stride 1, padding 1)

Figure 2: Two Convolutional Layer Block (2CLB)

3.1.1 Two Convolution Layer Block (2CLB)

Instead of changing the convolution mask each time, we
repeat the same mask twice. This has the advantage of
reduced computational cost. In this work, we use 2CLB
for every convolution operation. A 2CLB consisting of
two 2D convolution layers, each with 3 x 3 filter size,
stride size 1, and padding size 1, is shown in Figure [2]
The number of filters or kernels increases during the en-
coder phase and decreases during the decoder phase; it
depends on the channel size. In this block, the first 2D-
convolution layer is followed by a normalization layer,
a dropout layer, and a second 2D convolution layer, fol-
lowed by a second normalization layer. Last, we use an
activation function that helps to capture complex pat-
terns in cardiac images.
skip i + N
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Figure 3: Autoencoder configured with 2CLB.

3.1.2 Autoencoders with 2CLB

Each encoder and decoder unit in the CodecG* (Fig-
ure [) is configured with 2CLBs, as shown in Fig-
ure 2] For a fairer comparison of the performance of
Deep-CodecG*, we use 2CLB for the customized au-
toencoder with proper parameterization of 2CLB, as in
Figure 3} we call such customized autoencoder Config.
Auto-Encoder. In the Config. AE, after the encoder-
decoder, we add only one convolution layer followed
by a Sigmoid activation function as used in U-Net ar-
chitecture [28] to segment the LA. To determine the

empirical effect of the Deep-CodecG*, we compare the
segmentation results of the proposed model with such
Config. AE and state-of-the-art V-Net with 2D convo-
Iutional settings. All analyses of the empirical results
of the three models are shown in Section

3.1.3 Learning with Generalization

We employ various generalization techniques to accom-
plish normalization and regularization techniques in the
Deep-CodecG* model. Normalization improves the
flow of gradients during backpropagation [10, 29]. DL
models update their parameters based on the error be-
tween the predicted and the ground truth masks. By
standardizing the input data, normalization ensures that
the gradients are neither too large nor too small; this
helps to prevent the models from getting stuck in lo-
cal optima. We use 20% dropout to prevent overfitting,
Batch Normalization [10], and Instance normalization
[29] techniques in the proposed model at various points.
We apply these normalization methods to the parame-
ters/weights of feature maps. In instance normalization
(IN), we compute every channel’s mean (1) and stan-
dard deviation (o) and normalize the particular channel
weights concerning the computed i and o. In BN, we
computed the p and o of identical mini-batches and nor-
malized these weights with their computed p and o. Af-
ter applying the normalization, we apply the parameter-
ization again. Thus, we use these generalization tech-
niques with proper parameterization and fine-tuning for
(near-) optimal performance.

3.2 Workflow in Deep-CodecG* for LAS

The detailed workflow of LA segmentation using
the above-described Deep-CodecG* architecture is de-
picted in Figure As shown at the bottom of this
figure, this has nine 2CLBs for making an encoder-
decoder using skip connections. We use instance nor-
malization (IN) with skip connection information; it
helps improve the network’s stability and convergence
during training. Starting nine 2CLBs in the proposed
model worked as auto-encoder (AE) (Figure E]) AE
helps in extracting and learning the important features
from the input. Four 2CLBs work as encoders; the first
2CLB starts with a channel size of 32. We double the
channel size in the next 2CLB in the encoding phase.
After each 2CLB in the encoder, we apply the max-
pooling operation, which reduces the image size during
the encoder phase and introduces some degree of trans-
lation invariance to the network. The middle 2CLB_5
is used as a bridge with a channel size 512. Next, four
2CLBs work as a decoder. We apply the up-sampling
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Figure 4: Workflow in Deep-CodecG* for Left Atrium Segmentation

operation and decrease the channel size during the de-
coder phase, allowing the network to capture more fine-
grained details in the data, as mentioned in Figure[3]
After the encoder-decoder, we use one 2CLB to fur-
ther understand these extracted features throughout the
training process (shown with a grey box in Figure[T]and
a red box in Figure E[) At last, we use one 2D Convo-
lution layer with the filter size of 1x1 followed by the
Sigmoid activation function and get the segmented left
atrium image as output. There are a total of 7.9 Mil-

lion trainable parameters in the proposed model. We
explain the dataset, preprocessing, and implementation
details in Section @11

4 Results and Analysis
4.1 Datasets & Preprocessing

We trained our model with a real dataset; the Medi-
cal Segmentation Decathlon (MSD has made the
dataset publicly available. The corresponding dataset
consists of 20 3D MRI scans of the hearts with corre-
sponding ground truth masks of various patients with
higher anatomical variability. Every MRI is stored in
a 3D volume with .nii file format. The first two di-
mensions in the 3D volume represent height and width,
while the third dimension represents the images’ depth
(D) in terms of number of slices.

Each image is 352 x 352 x D, where D is depth,
ranging from 100 to 180 approximately. We convert the
3D volume data into 2D slices. We crop the non-cardiac
region from the given MRIs and masks during prepro-
cessing. The dimensions of each cropped image are
256 x 256. The augmentation techniques employed in
2D slices include: (i) Scaling (0.80, 1.15), (ii) Rotation
(—45b,45), and (iii) Elastic Transformation. These aug-
mentation techniques are applied to the corresponding
ground truth mask of the image. Figure[5|shows a sam-
ple of the augmented data. The Z-Normalization tech-
nique is employed per-subject basis, followed by stan-
dardization of the normalized subject within the [0, 1]
range. This approach aids in mitigating the complex-
ity of the training and validation processes. After pre-
processing, we obtain a total of 4500 2D MRI-labeled
slices and split them into a ratio of 70 : 20 : 10 for
training, validation, and testing sets, respectively. We
use 3150 2D MRI-labeled slices for training, 900 2D
MRI-labeled slices for validation, and 450 MRIs used
as testing. The red part in Figure[5|shows the left atrium
of the cardiac MRI.

4.2 Experimental Setup and Evaluation Metrics

We implemented the proposed Deep-CodecG*, the
Config. AE and V-Net with 2D convolutions on Google
Collaboratory Pro utilizing the open-source Python li-
brary PyTorchLightning, which provides a high-level
interface for PyTorch. Additional information can be
found aﬂ We experimented with an NVIDIA Tesla
P100-PCIE =~ 16G B GPU and an Intel processor with
12G B of CPU RAM. Each model training is comprised

Uhttps://www.medicaldecathlon.com/
Zhttps://www.pytorchlightning.ai/
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200

Figure 5: Dataset after the augmentation

of 100 epochs. Due to memory and computational lim-
itations, we could complete all training with only six
batches. We utilize Adam optimizer with a learning
rate of le — 4. We use the dice-loss and dice similar-
ity coefficient to calculate the training and validation
error and segmentation accuracy, respectively. In our
experiments, we have incorporated the dice coefficient
as follows:-

DC(f,X.)Y) =

2x Y. f(X)i; x Yy
xzyf( )ij X Yij +€ "
2]

irj
F(X)i + Zi,j Yijt+e

where variables X stands for the input image of cardiac
MRI, Y for the ground truth, f for the model, and e
for a minimal integer to prevent division by zero. Our
studies use Eq. [T]to assess the two overlapping regions.
The Dice Loss function is defined as follows:

2 X Zi,jﬂj XG@“FE
2 2
Zi,j(Pij) + Zi,j(Gi,j) te

Lpice(P,G) =1 — 2)

where G represents the ground truth, P represents the
model’s prediction, and € is a minimal number used to
prevent division by zero. Additionally, we use Haus-
dorff Distance (HD) [[11l], Structural Similarity Index
(SSIM) [4], Specificity, Sensitivity, Dice score, and Jac-
card Index [8] to evaluate the LA segmentation out-
comes. The minimum HD indicates the higher similar-
ity between sets of points. The higher value of SSIM

between the two images shows maximum similarity.
The Jaccard Index is sensitive to both false positives
and false negatives. In contrast, the Dice Score is more
robust to the imbalance between the number of true neg-
atives and false positives/negatives.

4.3 Comparison with State-of-the-Art Models

Figure [f] illustrates the loss graph during the training
and validation of Config. AE, V-Net, and the proposed
Deep-CodecG* model. During training and validation,
the loss value progressively converged following nu-
merous fluctuations. Config. AE halts the convergence
of train and validation loss at 0.3012 and 0.4616, re-
spectively, with a difference of 0.16. The V-Net halts
the training and validation loss converged at 0.2812 and
0.3928, respectively. The proposed model stops the
convergence of training and validation loss at 0.0919
and 0.211, respectively, with a difference of 0.11.

Training Dice Loss

— Config. AE
—— W-Net
—— Deep-CodecG*

0.6 -

g
0.4 -
0.2 -
[ ol T o o st s o it
o 20 40 60 80 100
Epochs
(a) Training Loss
J§ Validation Dice Loss
' —— Config. AE
—— W-Net
0.8 —— Deep-CodecG*
0.6 -
é
0.4 -
0.2 -
[ ol T o o st s o it
o 20 40 60 80 100
Epochs

(b) Validation Loss

Figure 6: Comparative training and validation loss of Config. AE,
V-Net, and the Proposed Model for left atrium segmentation

Figure [7] shows the dice coefficient score obtained
during the training and validation processes. After
twenty epochs, the proposed model has consistently im-
proved DC, despite a lengthy learning process that in-
cluded numerous up and down variations. When the
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Training Dice Coefficient
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Figure 7: Comparative training and validation dice coefficient of
Config. AE, V-Net, and Deep-CodecG* for left atrium segmentation

90'" epoch came along, it trained with more than 95%
of the DC score. After the 100 epochs, the Config.
AE stands at the training and validation DC of 0.9089
and 0.8515, respectively; the V-Net achieves the train-
ing DC of 0.9301 and validation DC of 0.8713, which
is approx 2% higher than the DC of Config. AE dur-
ing training and validation. In contrast, the proposed
Deep-CodecG* architecture obtains DCs of 0.9720 and
0.9016 for training and validation, respectively. The
CodecG* gains 4-6% higher training DC than V-Net
and Config. AE, respectively, and 3-5% higher during
the validation. We have listed all the numerical values
achieved after the learning process in Table 2]

Figure 8] shows the variation in the mean dice score
through the error bar graphs for all three models. The
Config. AE model achieves the mean dice score of 0.89
with the standard deviation (std.) of £0.076 and stan-

dard error SE = Sti’ of 0.013, where n is the number

of test samples. The V-Net achieves a mean dice score
of 0.90 with the std. of £0.064 and SE of 0.011. The
proposed Deep-CodecG* model achieves a mean dice
score of 0.95, which is 7% and 5% higher than Config.
AE and V-Net, respectively, with the std. of £0.05 and

Left Atrium Segmentation

Config. AE et
Models

Deeo-Codecs®

Figure 8: Error bar graph of Mean Dice score on test data set

SE of 0.008. The CodecG* gives a minimum standard
error than both models on test data (see Table[3).

4.4 \Visual Results

Segmented by Segmented by
Ground Truth Caonfig. AE Deep-CodecG*

@
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©
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Figure 9: Test_Samples results explain with only left atrium mask

Next, we visually depict the ground truth masks
and the segmented mask results of a few test samples.
We show the results obtained by the proposed Deep-
CodecG* architecture and its closest model Config. AE
in Figure[9] In Test Sample 1, the proposed method seg-
mented the left atrium similar to the ground truth with
the SSIM of 97% and dice score of 96%, which is 7.5%
higher than the Config. AE segmentation. The black
circle represents the large discrepancy between the seg-
mented results of the models. Similarly, we can see
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caraing T

Conlig AE

Figure 10: Sagittal view of left atrium segmentation results

that in Test Samples 2 and 3, the proposed model out-
performs Config. AE in terms of Hausdorff Distance
(HD), SSIM, and Dice Score (DS). The Deep-CodecG*
model robustly segments the left atrium from the car-
diac MRIs, which is close to the ground truth. In Fig-
ure [I0] we represent the sagittal view of segmentation
results in the cardiac MRIs, as we show the only left
atrium of the same test samples in Figure 0]

Table [2| shows the quantitative outcomes of these
three models’ training and validation phase. After
100 learning epochs, the proposed Deep-CodedG* has
achieved 70% and 54% less training and validation loss
than Config. AE, respectively. The V-Net performs bet-
ter than Config. AE and lesser than the Proposed ar-
chitecture. The CodecG* has achieved 67% and 46%
less training and validation loss than V-Net’s train and
validation loss, respectively. Regarding accuracy, the
proposed model gains 7.73% and 5.8% higher training
and validation dice coefficients than the Config. AE,
respectively. The CodecG* outperforms V-Net. Gener-
alization techniques and additional convolution layers
enabled the Deep-CodrecG* model to learn better than
the Config. AE. and V-Net.

Table 2: Dice coefficient and loss of training and validation of three
models after 100 epochs

THTML|EFEFEF [HTMLIEFEFEF [HTMLJEFEFEFLoss THTMLJEFEFEFDice Coeff.
ITML]EFEFEFModel | TRTMLIEFEFEFTrain | [HTMLIEFEFEFVal | [HTMLJEFEFEFTrain | [HTMLIEFEFEFVal
Encoder (AE) 03012 04616 0.9089 038515

02812 03928 09301 08713

Proposed Deep-CodecG* 0.0919 0211 09720 09016

In Table 3] we have listed the average performance
measures scores we achieved on test data of cardiac
MRI by segmenting the left atrium using these models.
The mean dice score of the proposed Deep-CodecG* is
7-5% higher than the Config. Autoencoder (AE) and V-
Net; this implies the segmented left atrium by the pro-

posed Deep-CodecG* model is more accurate than both
Config. AE and V-Net. Figure[0]shows the detailed seg-
mentation results on the test samples.

Table 3: Average performance measures on test data for left atrium
segmentation. Better values are shown in Bold face.

Prerformance Configured Proposed
IHTMLIEFEFEF ™\ ures | TMLIEFEFEFEFGood | 16 Bincoder (AE) Deep—godec(}"
Dice Score High 0.8962 £0.076__| 0.9002 £0.064 | 09532 £0.051
Standard Error Low 0.0130 0.0110 0.0088
Sensitivity High 09512 09554 0.9665

Specificity High 0.9972 0.9936 0.9941

V-Net

Jaccard High 0.9146 0.9316 0.9743
Hausdorff Distance Low 2.8916 27324 2.5123
SSIM High 0.9662 0.9692 0.9787

The proposed model’s Hausdorff Distance (HD) is
13% and 8% less than the Config. AE and V-Net mod-
els, respectively; minimum HD shows a lesser differ-
ence between ground truth and predicted mask. Other
performance measures, such as structural similarity in-
dex (SSIM) and Jaccard, are approx 1.2% and approx
7-5% higher than both Config. AE and V-Net, respec-
tively. Regarding specificity and sensitivity, the pro-
posed Deep-CodecG* model outperforms the Config.
AE and V-Net model.

4.5 Discussion

We designed and implemented a DL-driven Deep-
CodecG* model for the automatic left atrium segmenta-
tion. The G* stands for the generalization, which means
our proposed model used different generalization tech-
niques with a proper parameterization that increases the
model’s ability to perform on unseen data and improves
the robustness of the model; the numerous quantitative
and visual results show the robustness of the proposed
model thus achieved. We compared the empirical re-
sults of the proposed model with a Config. AE and
V-Net models. The effectiveness of three models has
been tested on unseen data presented in Table [3] We
have used different performance metrics such as dice
score, Hausdorff distance, and structural similarity in-
dex. The mean dice score of the proposed model is
6% higher than the state-of-the technique. Hausdorff
distance in Figure 9 shows that the Deep-CodecG* has
precisely segmented the left atrium than the Config. AE
and V-Net models. During the training phase, Deep-
CodecG* gains a 97% training dice coefficient score,
which is approx 4% and 6% better than the Config. AE
and V-Net, respectively. Thus, the Deep-CodecG* out-
performs during validation and gives segmented LA re-
sults close to ground truth. Thus, the proposed model
is shown to be robust, which may help radiologists and
other experts diagnose heart-related problems.
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Limitations The proposed Deep-CodecG* architec-
ture uses the generalization techniques and additional
convolutional layer to perform on 2D images made
from 3D images. This architecture works better, specif-
ically with the left atrium dataset, and may work with
other medical images having variations in sensing.

5 Conclusion

In this paper, we performed left atrium (LA) segmen-
tation in cardiac MRIs. Due to left atrial enlargement,
the risk of a heart attack increases, and manual segmen-
tation of the LA is a tedious task. Many researchers
used U-Net architectures to perform medical image seg-
mentation. We have proposed a deep learning-based
Deep-CodecG* model for LA segmentation. We have
used generalization techniques with proper parameteri-
zation in the whole network of the proposed model. In
Deep-CodecG*, we used additional convolutional lay-
ers to understand the extracted features by the encoder-
decoder further. For a fairer comparison of our pro-
posed model, we customized an auto-encoder based on
the U-Net framework called Config. AE, and also com-
pared with a V-Net model. We used publicly avail-
able datasets for our experiments. Empirical results
have shown that the proposed model outperforms Con-
fig. AE and V-Net on unseen data. Finally, this work
shows that using convolutional layers with generaliza-
tion techniques improves the efficacy of deep learning-
based architectures. Even minor quantitative enhance-
ments in performance by DL-based techniques on un-
seen data can play a significant role in medical imag-
ing. They may help the radiologist and medical experts
in the early detection and proper diagnosis. The pro-
posed Deep-CodecG* is shown to match its segmented
results with the ground truth closely.

In future work, we will perform with higher dimen-
sional data and try to assess new generalization tech-
niques with DL architectures in the medical domain.
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