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Abstract. The study and modeling of systems have called the attention of several researchers, who are
interested in estimating rules to describe data behavior. However, before proceeding with this estimation,
it is necessary to understand the intrinsic features embedded in data. When such features are not correctly
analyzed, the model accuracy tends to decrease. A well-known way to perform this analysis is by the
study of time series behavior according to their stochastic and deterministic components. Nevertheless,
the time series decomposition into these components is not a simple task. In order to address this issue,
we conducted a rigorous and well-structured search for scientific papers in different repositories. By
analyzing the recovered papers, we drew relevant conclusions such as: which methods are commonly
used to decompose time series; the frequency of published papers per year; and the gaps of each method.
Moreover, we have also classified the most suitable studies to estimate the determinism and stochastic-
ity present in time series. After conducting this study, we concluded the development of methods to

decompose time series into stochastic and deterministic components is still an open problem.
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1 Introduction

The term system is commonly used in several domains
such as Economy, Computer Science, Mathematics, As-
tronomy and Biology. In general, these areas study sys-
tems in order to understand their operations, the behav-
ior of their components, the relationship with other sys-
tems, and their produced outputs [41, 43]. System be-
havior is consequence of the interaction of multiple in-
terconnected entities, referred to as subsystems or com-
ponents [41, 43]. Interconnections define the different
degrees of dependency and relationship among compo-
nents.

The analysis of the outputs produced by a system,
usually named experimental data, has been attracting

the attention of many researchers, who are interested
in developing methods capable of modeling and under-
standing systems behavior [6]. By representing this be-
havior, one can take more accurate decisions (e.g., man-
agement decisions in companies), simulate future situ-
ations (e.g., drugs interacting with an organism), pre-
dict operations (e.g., stock market), estimate system
states (e.g., weather forecasting) and their influences
over other systems (e.g., climate effects on agriculture),
detect the occurrence of faults and failures (e.g., prob-
lems in production lines), and so on.

Modeling methods usually assume that experimen-
tal data were obtained from independent and identically
distributed (i.i.d.) processes [36]. In that sense, many
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researchers analyze data assuming they fit to probabil-
ity distributions like Poisson, Exponential, Erlang, and
Normal. However, an important factor to be consid-
ered when studying real-world systems is that data usu-
ally present temporal dependencies, i.e., the instanta-
neous behavior of a system depends on past observa-
tions, making unfeasible the application of such meth-
ods [36].

The presence of temporal dependencies has moti-
vated researchers to organize systems outputs as se-
quences of observations, which are referred to as time
series. Consequently, by analyzing such time series,
one can model and understand the system behavior,
transitions, relationships to other systems, as well as
estimate and predict future observations. The area re-
sponsible for performing this study is called Time Se-
ries Analysis [5, 36], which attempts to obtain a rule or
function to represent observations. In order to obtain
such rule, it is first necessary to study the features of
time series and its implicit components which support
accurate modeling. Among those features are stationar-
ity, linearity and, finally, stochasticity and determinism
[20].

A time series is said to be stationary when its ob-
servations are in a particular state of statistical equi-
librium, i.e., they evolve over time around a constant
average [5]. On the other side, linear time series are
those whose observations are composed of linear com-
binations of past occurrences and noises. Such linear
combinations are present on the model, map, or process
that generated the series. In turn, non-linear time series
are composed of non-linear combinations of past oc-
currences and noises. Finally, stochastic time series are
composed of random observations and relations, which
follow probability density functions and may change
over time. In contrast, deterministic time series strictly
dependent on past observations [5].

Although it is very important to consider all the pre-
vious features when modeling a time series, a well-
known way to analyze time series is through the study
of the determinism and stochasticity present in its ob-
servations.

In this sense, when a series is classified as deter-
ministic, models from Dynamical Systems, specifically
those from the Chaos Theory [1], are more adequate
as they provide better results. When a series presents
stochastic behavior, statistical models, such as the ones
proposed by Box & Jenkins [5], are taken as the most
appropriated ones. However, time series obtained from
real-world systems usually present a mixture of both
components, i.e., the value of a single observation is
influenced by deterministic and stochastic components.

In such situation, the discard of any component can
jeopardize the quality of the resultant model [16], i.e.,
the application of Dynamical System techniques tends
to generate malformed attractors, whereas statistical
techniques tend to underestimate the deterministic part
of the system.

Aiming at overcoming this issue, the study of sys-
tem behavior must be performed according to three
well-defined steps [41]: 1) firstly, the system is decom-
posed in parts or components; ii) secondly, models are
used to represent the behavior of each component; iii) at
last, partial models are combined to describe the global
behavior of the system. However, the decomposition of
time series is not a simple task, once we do not know
the influences of every component on observations.

In this sense, many researchers have been propos-
ing new techniques to decompose time series, aiming
at separating stochastic and deterministic components.
This increasing number of publications motivated this
work, whose main objective is to identify the most use-
ful techniques to perform such decomposition. In that
sense, we conducted a structured and documented study
of published papers following the rules defined by the
method of Systematic Literature Review (SLR) [22].

The SLR method is commonly employed in many
areas, such as Medicine. Its goal is to define a rigorous
and well-structured search for published papers in or-
der to collect and evaluate evidences on a given subject.
The main advantage of SLR is to perform a wide search,
recovering not only well-known papers but also other
related ones. Papers collected by SLR can be either di-
rectly read and analyzed or organized as a Systematic
Mapping, as presented in [34, 10].

By employing SLR, this paper presents strong ev-
idences of the importance of decomposing time series
and also identifies the most common methods consid-
ered for this purpose, the frequency of published pa-
pers, the relation in between the number of papers and
the type of publication, and the most important gaps of
each method.

The remainder of this paper is organized as follows:
Section 2 presents a brief overview about the concepts
of Systematic Literature Review; Section 3 shows the
parameters defined to conduct the search for documents
in well-known databases; in Section 4, the found doc-
uments are analyzed according to their relevance to the
subject of interest; Section 5 presents a summary of the
most commonly considered techniques when decom-
posing time series; Section 6 presents concluding re-
marks and future work, followed by an appendix that
summarizes the general results obtained by SLR and
shows an analysis executed on the selected papers.
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2 Systematic Review

In Medicine, the process of clinical decision is com-
monly performed according to the methodology called
Evidence-Based Medicine (EBM) [13]. This method-
ology was developed after researchers concluded that
the specialist’s opinion based on a medical advice is
as trustful as the opinion obtained from scientific ex-
periments [22]. Considering this assumption, EBM
was created to reduce the importance of non-systematic
clinical experience on decision making. EBM also in-
creased the importance of the evidence analysis ob-
tained from clinical research. The application of this
methodology requires new abilities of the physician as,
for instance, the efficient research in scientific literature
and the application of formal rules when evaluating ev-
idences [11].

The advantages obtained with EBM have motivated
the adoption of this methodology in other areas such as
Criminology, Economy and Nursing [22]. In Computer
Science, specifically in Software Engineering, Dyba
et al. [11] defined, based on EBM, a methodology
called Evidence-Based Software Engineering (EBSE).
According to authors, the main objective is to provide
ways by which the best evidences gathered from differ-
ent researches can be integrated to human values and
practice experiences, improving software development
and maintenance.

According to Kitchenham et al. [22], an evidence
can be defined as a synthesis of high-quality scientific
studies about a given research topic. The main synthesis
method defined by this methodology is the Systematic
Literature Review (SLR), which provides guidelines to
make a rigorous review of studies related to the topic
of interest. It is important to highlight that SLR cannot
substitute the traditional review of literature, since this
review is necessary before executing a rigorous search
and defining which papers are relevant for the review.
In addition to that, traditional review provides some ini-
tial concepts about the studied subject, which makes it
possible to choose keywords and define inclusion and
exclusion criteria used in SLR, and, eventually, to add
some specific and important studies, which were not re-
trieved by SLR.

However, SLR is limited in the sense that is re-
stricted to some previously defined keywords, which
can eventually lead to the lack of some important re-
lated work. An approach commonly considered to over-
come such problem is to execute a recursive search;
thus, references of a selected paper are then used to re-
trieve further studies.

In this sense, aiming at developing a systematic
and rigorous research on time series decomposition, the

guidelines provided by SLR, presented in [22, 12], were
adapted and divided in three phases: in the first, called
Search, some criteria were defined to seek related work;
in the second, called Analysis, the quality of gathered
papers was analyzed and quantified; finally, the last
phase presents conclusions obtained from the system-
atic study. In the following sections, each phase is pre-
sented and discussed in details.

3 Phase |I: Search

In the first phase, we defined the general scope of the
research, i.e., we selected the research criteria to char-
acterize whether a paper is related to this study or
not. In this sense, we defined the objective of this re-
search, the main and secondary research questions, the
search repositories, the standard language, the list of
keywords, the search query, the inclusion and exclusion
criteria, and, finally, the general process of execution.

In general, the main objective of this research is to
find techniques related to the decomposition of time
series in terms of stochastic and deterministic com-
ponents. Based on this objective, the Main Research
Question (MRQ) to guide this research is:

What are the techniques used to decompose
time series in stochastic and deterministic
components?

In addition to this main question, it is relevant to
define a set of Secondary Questions (SQ), which are
directly associated to the validity of the proposed re-
search. This set of questions is used to discover practi-
cal applications of the research, evaluating techniques,
and understanding publication trends. The secondary
questions are:

SQ.1 - What types of practical applications can take
advantage of this decomposition process?

SQ.2 - How are techniques evaluated?
SQ.3 - Why are time series decomposed?

SQ.4 - What are the main techniques used to decom-
pose time series?

SQ.5 - What is the frequency of published papers per
year?

SQ.6 - Who are the main researchers in this area?

SQ.7 - What are the limitations of techniques?
INFOCOMP, v. 11, no. 3-4, p. 31-46, September-December 2012.
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Due to the complexity and importance of the main
objective of this research, the last secondary question
was divided, as in the study presented in [22], into the
following four questions:

SQ.7.1 - Was the search query limited?

SQ.7.2 - Is there any evidence that the studied subject
was limited by the lack of primary studies'?

SQ.7.3 - Is the quality of the studied subject good
enough?

SQ.7.4 - What are the main limitations of the found
approaches/techniques?

After defining these questions, the next step of
this first phase was to choose the search repositories,
from which related studies were obtained. We selected
repositories which provide Web search engines, accept
queries using keywords, and are commonly used by the
scientific community. Based on these restrictions, the
following repositories were chosen:

e Scopus (http://www.scopus.com/home.url);
o ACM Digital Library (http://portal.acm.org/);

e IEEE Xplore
(http://ieeexplore.ieee.org/).

Digital Library

The standard language used in this systematic re-
view was English, i.e., all papers written in other lan-
guages were discarded. As the next step, the following
keywords were chosen considering the hypothesis and
the main research question:

e Data organization: time series;
e Goals: decomposition, filter,

e Results: deterministic, and stochastic.

We have also decided to introduce the term “filter”
as synonym to decomposition because, according to our
previous studies, this term is frequently used to refer
to techniques that decompose time series into stochas-
tic and deterministic components. Of course, there are
several synonyms that could be added as keywords,
but they would considerably increase the number of re-
turned papers, making it almost impossible to perform
this study. This is also foreseen by SLR, which limits

! According to the guidelines of the SLR presented in [22], a pri-
mary study is a work that contributes to a new approach or technique
of a given subject. On the other hand, reviews of existing approaches,
such as SLRs and Surveys, are considered secondary studies.

the number of keywords and make the systematic re-
search feasible.

Based on keywords, the following search query was
defined:

("time series") AND
(decomposition OR filter) AND
(deterministic AND stochastic)

We then use this query to obtain relevant papers
from repositories. In spite of the reduced number of
keywords, our query has returned a high number of pa-
pers, however many of them were not relevant to SLR.
To reduce this number, we defined inclusion and exclu-
sion criteria. Therefore, a work was added to SLR when
it satisfied the following conditions:

e Does the work separate stochastic and determinis-
tic components from a time series?

e Isita primary study?

e Is the work focused on the modeling process of
time series?

On the other hand, a paper must be discarded if any
of the following exclusion criteria is applied:

e The work presents a technique which is very re-
stricted to a specific problem;

e The work does not present a well-defined analyti-
cal model;

e The technique evaluation process is not satisfac-
tory;

e The work does not have a comprehensive literature
review.

Finally, after defining all initial conditions, the first
phase of SLR, the search phase, was carried out accord-
ing to the following steps:

1. The defined query was applied in the selected
repositories;

2. The title and abstract of each paper were analyzed,
considering the inclusion and exclusion criteria;

3. The redundant papers were removed from SLR;

4. The remaining papers were completely read.
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It is important to highlight that a given paper, se-
lected to compose SLR, can still be removed in step 4
if an exclusion criteria is applied to it, even after being
completely read. In the same way, if references of se-
lected papers are considered relevant to SLR, they are
indeed included in the list of selected papers, aggregat-
ing studies to SLR that were not found when searching
in repositories. The next section presents the analysis
of papers selected in this first phase.

4 Phase lI: Analysis

The application of the search query, defined in the first
phase, on the selected repositories returned 852 papers,
which were distributed in repositories as presented in
Table 1. However, some of the obtained references were
not valid, because they were proceedings, information
on editorial boards or redundant papers. Therefore, af-
ter removing these invalid references, the total of re-
maining papers was 749. We then analyzed every pa-
per, by reading their titles and abstracts, as well as us-
ing the inclusion criteria. After this analysis, 77 papers
were selected to be completely read and evaluated. At
last, part of these papers were still rejected after apply-
ing the exclusion criteria. Hence, we finally classified
26 papers as strongly related to the subject presented in
this work.

Table 1: Number of papers returned by SLR. “Recov-
ered papers” represents the number of papers returned
by SLR, after removing invalid references. “Inclusion
criteria” represents the number of papers selected after
reading titles and abstracts. Finally, “Exclusion crite-
ria” shows the number of remaining papers after being
completely read.

Repository Number of papers
ACM 773
IEEE 66
Scopus 13
Total 852
Recovered papers 749
After inclusion criteria 77
After exclusion criteria 26

First of all, we analyzed the 26 selected papers to
understand the frequency distribution of authors per
country, which is presented in Table 2. All the analysis
performed on the 26 selected papers were also executed
on the other papers: all the 749 papers and those ones
selected by the inclusion criteria (77). That is made
available in Appendix A.

Table 2: Frequency distribution of authors per country.

Frequency distribution

US - United States 20
CN - China

DE - Germany

FR - France

UK - United Kingdom
ES - Spain

IT - Italy

BR - Brazil

GR - Greece

CA - Canada

CH - Switzerland

IN - India

PT - Portugal

SE - Sweden

AE - United Arab Emirates
AT - Austria

KR - Korea (South)
NL - Netherlands

TW - Taiwan

_ = = = = D NN DD WW R R0

Table 3 presents another interesting result, ordered
by researchers with more papers related to the time se-
ries decomposition in terms of stochastic and determin-
istic components. This analysis was useful to answer
the secondary question SQ.6, which aims at presenting
the main researchers in this area.

Table 3: List of authors who published more papers.

Frequency distribution

Norden E. Huang
George Tzagkarakis
Maria Papadopouli
Panagiotis Tsakalides
Steven R. Long
Zhaohua Wu

NS N R (ST (S I (S

Table 4 presents the frequency of papers published
per year, what answers secondary question SQ.5. Ac-
cording to this table, 2006, followed by 2009, were the
years with more publications.

Table 5 shows the frequency distribution of selected
papers considering the type of publication. In this case,
we observe that most of the papers were published in
journals.

The next analysis (Table 6), executed after identify-
ing the publication type, was performed to know how
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Table 4: Number of papers published per year.

Frequency distribution

1995
1998
2000
2001
2003
2004
2005
2006
2007
2009
2010
2011

NN N = O\ = == W= =

Table 5: Relation between the number of papers and the
publication type.

Frequency distribution

Journal 21
Conference 3
Book Chapter 1
Symposium 1

many papers were primary studies.

Table 6: Type of published papers.

Frequency distribution
Primary Study 22
Application 4

In order to answer secondary question SQ.3, in
Table 7, we analyzed the relation between published
papers and goals when applying decomposition tech-
niques.

All these analysis compose an overview on papers
obtained using SLR. However, to proceed with our
study, we had to read and understand the details of
each selected paper. This further analysis was con-
ducted based on some questions, which were elaborated
to answers secondary questions SQ.1, SQ.2, and SQ.4.
Hence, we defined the following questions:

e What is the context of the paper?
e What are the techniques used by the new method?

e How is the new method described?

Table 7: Goals of publications.

Frequency distribution

Denoising 8
Filtering 2
Decomposition 13
Modeling 3

e What are the goals?
e How is the new technique evaluated?

e What is the score attributed to the paper?

The score of every paper was limited in interval
[0, 6], in which 0 means very poor and 6 very good. This
score was defined by the sum of other specific ques-
tions, whose objective was to evaluate the quality of
the paper in relation to references, the reproducibility
of results, the quality of obtained results, the descrip-
tion, formalism and analysis of the proposed method.
So, aiming at quantifying the quality of each paper, ev-
ery specific question was classified as fair (0), average
(0.5), or good (1).

The general results of this analysis are summarized
in Table 18, at the end of this paper. From these re-
sults, we observed decomposition techniques are very
useful to improve a variety of applications, answer-
ing in this way secondary question SQ.1. For exam-
ple, according to [9], the decomposition of time series
in stochastic and deterministic components has been
used to study tremor in the human bodies. In this sit-
uation, every component represents a type of tremor
(voluntary or not), thus, decomposition supports such
identification. In another scenario [29], decomposi-
tion is used to understand the dynamics of heartbeat in-
terval fluctuations in awake unrestrained mice, follow-
ing the intracerebroventricular application of the neu-
ropeptide Corticotropin-Releasing Factor (CRF). Other
two examples in Biology, discussed by Kopsinis and
McLaughlin [23] and Gruber et al. [15], used stochastic
and deterministic components to, respectively, under-
stand the behavior of bats and analyze protein chains.
Another very interesting study using the decomposition
of time series is presented in [3], which models auto-
motive engine sound. In Computer Science, time series
decomposition has been used in several studies as, for
instance, to understand behavior patterns of messages
in Wifi networks [39, 7].

Besides providing some real and practical exam-
ples of time series decomposition, the selected papers
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were still useful to show us the most common tech-
niques used to evaluate experimental results. In this
sense, after decomposing a time series, each component
was evaluated using not only a visual inspection but
also statistical techniques, Mean Squared Error (MSE)
[9, 33, 3, 27], Signal-to-Noise Ratio (SNR) [33, 23, 32]
and Recurrence Quantification Analysis (RQA) [26].
MSE is used, in general, to evaluate the results obtained
when predicting new observations. In this situation, a
time series is decomposed and, then, each component
is individually modeled and used to predict future val-
ues. Thus, MSE is employed to compare expected val-
ues against predicted ones. In contrast, SNR is nor-
mally considered to assess the precision of removing
the stochastic component from a time series. In such
situation, a time series is decomposed into stochastic
and deterministic components. The expected values
of the deterministic component, which is known a pri-
ori, are compared against the estimated ones. At last,
RQA is a set of measures, defined on the results of the
Recurrence Plot (RP) technique [28], which quantifies
the relation between stochastic and deterministic sig-
nals. One of the most used measure is the determin-
ism rate (DET), that quantifies the influences of noise
(or stochastic component) on time series, i.e. stochastic
components present lower DET values than determinis-
tic ones.

Finally, secondary question SQ.4 aims at determin-
ing what techniques are most used to decompose time
series. As seen in Table 18, the most used techniques
are: Fourier [27] and Wavelet [2, 16, 23] Transforms,
Principal Component Analysis (PCA) [26, 39] and Em-
pirical Mode Decomposition (EMD) [9, 23]. The next
section provides a brief description of these techniques.

5 Phase lll: Conclusion

This section presents the last phase performed using the
SLR, which briefly describes some of the most com-
monly considered techniques to decompose time series.
Although we have found many techniques for this por-
pose, as seen in Table 18, we decided to show only a
subset of them, selecting the ones with better results.
The discussion presented in this section is important to
answer the main question of this work, whose objective
was to identify techniques to decompose time series in
terms of stochastic and deterministic components.

5.1 Principal Component Analysis

According to Andrew [4], the Principal Component
Analysis (PCA) is often used as first stage in data anal-
ysis. The central idea of Principal Component Analysis

is to reduce the data dimensionality, retaining as much
information as possible [21].

The main reason for applying PCA on time series
is to identify a group of underlying components to de-
scribe observations. In a general way, PCA attempts to
linearly transform data into uncorrelated data (feature
space) [35]. In PCA, a data vector is represented in an
orthogonal basis system such that the projected infor-
mation has maximal variance [35].

In summary, PCA is a non-parametric method for
extracting relevant information from data composed of
mixtures of different signals [35]. This technique is lim-
ited to linear time series.

5.2 Fourier Transform

Fourier Transform (FT) is one of the most used tech-
niques to decompose time series. It has been widely
used since its introduction and its main advantage is
the possibility of examining a time series in terms of
global energy-frequency distributions [19]. Moreover,
FT has been applied to all sorts of data, mainly be-
cause of its well-defined mathematical formalism and
simplicity [19].

In a general way, FT provides a function with se-
ries spectral information. In its basic algorithm, Fourier
transform translates a series from the time domain to
its frequency representation. This transformation is ex-
ecuted using sines and cosines as basis functions and
produces spectral information on the analyzed signal,
which is represented as waves. By analyzing the am-
plitude and phase of these waves, some researchers at-
tempt to distinguish stochastic and deterministic com-
ponents [14].

The application of FT in decomposition has some
crucial restrictions, as discussed by Huang et al. [19],
such as: the analyzed series must be linear and it must
be strictly periodic or stationary.

5.3 Wavelet Transform

An alternative and more efficient method used to over-
come the restrictions imposed by Fourier transform is
provided by Wavelet Transform (WT). This method is
defined by mathematical functions that decompose time
series in different scales and resolutions [14]. This de-
composition makes possible to analyze time series not
only in the frequency domain, like Fourier Transform,
but also in time domain, keeping, in this way, temporal
relations and features among observations.

Another important peculiarity of WT, in contrast
with FT that uses sines and cosines as basis functions, is
the function used to analyze time series, which is based
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on coefficients and wavelets. Coefficients are ordered
using two dominant patterns: i) the first one works as
result to a smoothing filter, and ii) the second one pro-
vides details on data [14]. Details represent information
variations, which are used to detect noise in time series
[17].

Although WT is considered a recent method, it has
become extremely popular and useful to analyze data
at gradual frequency changes [19]. As well as the
Fourier Transform, WT has a well-defined mathemat-
ical formalism, which has called the attention of several
researchers in different areas such as mathematicians,
biologists, electrical engineers, physicists and statisti-
cians.

However, this strong relation with Fourier Trans-
form restricts its application to the same problems of
Fourier spectral analysis, i.e., this technique is strongly
limited to time series with linear behavior [19]. An-
other problem is related to the analysis of the wavelets
generated by this method. They are used to solve the in-
terwave frequency modulation provided by the gradual
frequency variation, but it cannot solve the intrawave
frequency modulation when the wavelet has a continu-
ous length [19].

5.4 Empirical Mode Decomposition

Spectral representation has been a standard method for
analyzing time series in many different areas, mainly, in
Mathematics and Statistics [19]. In a general way, spec-
tral analysis methods rely on a pre-defined basis, which
is a collection of linearly independent vectors used to
represent data [18, 19]. Example of spectral analysis
are Fourier and Wavelet transforms, discussed in previ-
ous sections.

The Fourier transform, however, does not provide
good results when the time series is not stationary nor
generated from a linear process. To overcome these
limitations, researchers have been applying Wavelet
transform instead, which has providing good results to
non-stationary processes [18]. However, WT is consid-
ered a Fourier-based method, this is, it performs data
transformations considering a priori selected functions,
working well for linear series [18, 19].

Due to such issues, Huang er al. [19] developed
a new method called the Empirical Mode Decomposi-
tion (EMD), which, combined with the Hilbert Spectral
Analysis (HSA), allows to analyze non-stationary and
non-linear data. EMD decomposes any arbitrary time
series into a set of components, called Intrinsic Mode
Functions (IMFs), what makes possible to identify dif-
ferent data frequency bandwidths [19]. IMFs reveal
important information embedded in the original series

[19]. In the same sense, EMD can be used to extract
stochastic and deterministic components. A disadvan-
tage of this method is the complexity to combine IMFs
related to the stochastic component and those related
to the deterministic one to form only two components:
one stochastic and one deterministic.

In the context of this work, EMD has been consid-
ered as the most useful tool to decompose time series in
terms of stochastic and deterministic components, once
it is not limited to linear nor stationary time series.

6 Concluding remarks

In this paper we present a wide and systematic research
for papers related to time series decomposition. In this
study, we used the guidelines provided by the System-
atic Literature Review method [22]. This method has
been commonly considered by several areas such as
Medicine, Computing, and Nursing. This method takes
advantage of well-defined phases to look for and ana-
lyze papers related to a specific subject. It is important
to highlight that this method is extremely useful to start
a new study on a specific topic, however it requires re-
searchers to have previous knowledge on that, what is
obtained through a first traditional review. This knowl-
edge is important to define some particular criteria for
the subject under study, as presented in Section 3.

By applying SLR in this work, we found a set of pa-
pers related to the problem of decomposing time series
into stochastic and deterministic components. The most
related papers were discussed and detailed in this work,
but the complete list with all papers was omitted due to
space restrictions.

After this analysis, we noticed there are few studies
developed to decompose time series, underlining the in-
fluences of stochastic and deterministic components in
separate. In general, there are lots of studies to smooth
or remove noise from time series. Such studies deal
with the stochastic component as a noise which can
be discarded without causing any influence on model-
ing. Furthermore, we also found studies developed to
decompose time series, however they were mostly di-
rected to specific problems, thus, the established con-
straints avoid them to be employed on other time series.

Although the found techniques present limitations,
answering secondary question SQ.7, there are impor-
tant studies conducted in this research area. For in-
stance, the method developed by Huang ef al. [19]
can be used to decompose non-stationary and non-
linear time series. Moreover, it was also possible to
find papers using other important approaches such as
Fourier and Wavelet transforms [14], Principal Com-
ponent Analysis [21], and so on. The fact techniques
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present limitations makes evident the need for new re-
searches in this area. Therefore, the decomposition
problem is still considered an open problem.

As future work, we plan to extend this systematic
review. For this, we intend to consider other keywords
to find more important papers and, consequently, more
techniques to decompose time series. We also plan to
execute our query on other repositories such as Springer
Link 2, Journal of Statistical Mechanics: Theory and
Experiment 3 and Biometrika 4. However, we are aware
that it will return a large number of papers, which will
demand plenty of time and people involvement.
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. . . . . NL - Netherlands 31
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Table 10: Number of published papers per year, consid-
ering the ones selected according to the inclusion crite-

ria.

Frequency distribution

1992
1995
1996
1997
1998
1999
2000
2001
2002
2003
2004
2005
2006
2007
2008
2009
2010
2011

—
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Table 11: Number of published papers per year, consid-
ering all selected papers.

Frequency distribution

1974 1
1979 1
1981 1
1987 4
1988 1
1989 2
1991 2
1992 2
1994 3
1995 5
1996 3
1997 10
1998 9
1999 9
2000 14
2001 17
2002 18
2003 22
2004 26
2005 60
2006 66
2007 107
2008 97
2009 146
2010 94
2011 29

Table 12: Relation between the number of papers and
the publication type, considering papers selected ac-
cording to the inclusion criteria.

Frequency distribution

Journal 65
Conference 10
Book Chapter 1
Symposium 1
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Table 13: Relation between the number of papers and
the publication type, considering all selected papers.

Frequency distribution

Journal 624
Conference 105
Workshop

Book Chapter
Symposium
Technical Report
Newsletter
Thesis/Dissertation
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Table 14: Type of published papers, considering papers

selected according to the inclusion criteria.

Table 17: Goals of publications, considering all se-
lected papers.

Frequency distribution

Primary Study 70
Application 5 Frequency distribution
Survey/SLR 2 Smoothing 49
Denoising 31
Filtering 42
Segmentation 2
Decomposition 45
Table 15: Type of published papers, considering all se- Modeling 430
lected papers. Feature extraction 2
Other 148

Frequency distribution

Primary Study 419
Application 287
Survey/SLR 43

Table 16: Goals of publications, considering papers se-
lected according to the inclusion criteria.

Frequency distribution

Smoothing 4
Denoising 19
Filtering 15
Decomposition 33
Modeling 5

Feature extraction 1

INFOCOMP, v. 11, no. 3-4, p. 31-46, September-December 2012.



‘uorn

-njoad uononpoid [ oy

‘sjuowtradxa uo parjdde sem uLIOjsuel], I9LINO]
o) 20uo ‘days uonewNsa JaYNy B ur Jusuodwod on
-SBYD0IS AU} JO SOUINJUI JY) PULISIOPUN 0] Pasn dq
ued YoIym ‘asiou 9)IYm Iy} JO UOHBWINSI dY) ISned
-9q [NJosn PAIAPISUOD SeM 1 ‘SILIAS N & 950dwoodp

*S[OpOW SUIYUS[29X0g

‘KoeInode ySiy yim s19)

A Systematic Lit. Rev. on Decomposition Approaches to Estimate Time Series Component 44

00°€ ‘SN | puelsiopun pue [opowr o], | 03 enbruyoa) v asodoid jou op 1oded jeyy jo onds uy | pue wojsuen 1ouno | -owered [opow oy} JLWNSI OF, [L2]
‘Tepowt XV
*S[00] [eO1)STIR)S oy Suisn pajepow are sesind pasowar asayy ‘A[reu
pue gSIA ‘9l uols -1 -onbruyoo) uoneyoxe asindnnu oY) Sursn paAowr
-sordwoo  ‘speudis -a1 ore sos[nd onseyd0Is Jo 198 © Jey) 1))y 'sarouonb
punos sisA[eue 0) -91J JUQIRJJIP Ul LIS owir) B dsodwosop 031 anbruyod) *syuauodwiod dNSIUTULIS)
sonbruyoey oyroads ‘spunos oui§ | (WIOJSUBI], JOLINOJ 9JAIOSI SNOUOIYOULS) I4dS -9p pue onseydo)s Ay} SururIep
0S'S ‘uonoadsur  [enstp | -ud oAnowojne [opowr o, | ySnory) pozATeue si sords owm e ‘do)s IsIy oy uf "WIOJSURT) JOLNO | -un ‘sau1ds o & asodwodap o, [¢]
‘syuouoduiod dNSIUIILIAAP pue
‘uonodadsuy [ens *$9[eds o[dnnuu Ju S|opoul SALIdS U J1SLYO0]S Y} JO SAdUINPUI ) 0)
0S°S -1A pue ‘GSIN NS *SOLIOS QW) ONAYIUAS | 1onmsuod ‘Ajreorndwoe ‘o) anbruyoa) v jussaid sioyiny JY YL | Surpiodooe SoLIds wn [opow Of, [eg]
‘sieq *s1uau0dwod ONSIUTULID)
‘(MNS) 0N | JO IOIABYSQ QYY) pURISIOP ‘SuIp[oysaIy) 19[ABA pue (JINH Sur ‘Sur | -op pue onseyools Ayl SururpIop
0S°S -l 9sI0U-0)-[euIS | -un 0) pasn SI poylow dYJ, | -sn wyiLod[e uonisodwosop mou e pasodoid sioyny | -ploysaIy) S)9[PABA\ pue JINH | -un ‘soues owr) e asodwoosp o, [¢7]
sjuouodwod Jurpuy 1oy
VD [eUOISUSWIP-ouO JA] [enuanbas € ySnoay sarouonb
-31j UMOUYUN AY) SIQA0ISIP WPLIOS[e Y], ‘uonouny
POOYI[AYI] PAAILNUIIUOD Y} JO ‘sarouanbary umouyun
A 01 10adsax yim ‘ewndo 91e00] 03 dmnpadoid yoreas
oMseYd0IS O IS Ay sasn poypow pasodoid ayf, *syuauodwod dNSIUTULIS)
‘punoq ‘sajewnsa sarenbs ised] oyewrxoidde pue sarenbs 1sea] -9p pue d1Seyd0)s Ay} SuruIIop
0S¥ IOMO]  OBY-IQWEI) *SOLIOS QWIT) ONOYIUAS | UTEIQO 0} ‘WSHI[ PIM YO asn spoyjawt pasodoid ay, (VD) wpuoS[e onousn | -un ‘sords awn & asodwodsp of, [1€]
*as1ou
Surssarddns ‘ejep jonnsuooar 0) pakordwe are yorym
*S[00) [eO1ISTIR)S ‘spopowr pue siojoweled oY) AewWnNsd 0) JJIN 9Sn
pue uonodadsur [ens Aoy “‘reyy 1)y '$s9001d ONSIUIULIAIGP IO JNSLYI0IS
-IA Aq  pousiojiod e £q pajeIouasd sem SOLIOS QW) AU} JOYIOYM JUIULIY) (TAN) PSua1 uonduoseg *SoLI
0S'S SI uonen[eAd oyJ, *SOLIOS QW) OIOYIUAS | -op 03 359} s1sayodAy pue eyep djeSolns asn sIOYNY | WNWIUIA pue eep ojeSoung | -9S dwI WOIJ SIOU JAOWNAI O, [L€]
‘yjeap ovIpIed
uappns 10 seruypAyLIe oerp
-1ed jo Aysuadoxd oy) 10y ‘sisA[eue
101083 Supeydord ® sey ‘Koeanooe [opowr Juraoxdwir ‘ejep uo uonew | (JINHN) [eweynmu juduodxad (YD) 103
uew e Joyeym ‘oidwrexs | -rojur jueprodwr sopiaoxd onbruysey sy jo uoneond | -pnw pue (QSHAN) uonisod | -oey Suisesfor-uidorooniod apn
10y ‘Surureidxe ‘s3ureq Sur | -de oyl 'AAQ Suisn pazA[eue st ejep jo Kjureour] o) | -wodsp ooeds-Suippaquo oeos | -dodomou o jo uoneosridde e
-A1[ ur Ayjedorprecomau [eo | seazeym ‘poyrowt qNH Yl £q pauruird)ep are sjuouod | -pnwr (QNE) uonisodwioodp | -NOIUIA0IQRIdOEIUT Y} SUIMO]
"I0119 9J[NO[ed 0) | -Tureukp jo joedwi oyl puels | -WOd JNSIUIULIdIOP PUB ONISBYI0IS AY) JO saouanyurayy | opour [eotndwo ‘sisjeue (AOH) | -[0J 901w paulensaIun aeme ul
S[00) [BONISTIE)S PUB | -IOpUN 0) Pamo[[e sanbru | ‘doueisur JoJ °SOLIdS dwl) pazAeue 9y} Jo SONSLIA0L | AN[IQRLIBA JOPIO-IOYSIY ‘SISA[eUR | PIIpn)s 9I0M SUONEMONY [BAId)
0S¥ uonoadsur  [ensip | -yooy 9say) uisn Aprys oyJ, | -Ieyo oIsuLnul puejsiopun o) pamojre uonesrdde oyl | (AAQ) 9douBLIEA J0JO9A-AR[O( | -UI JBOqlIedy Jo solweukp oyj, l62]
‘surewop Aouanbaiy pue awir) I9A0 JOIABYIQ SILIS
Qwmn oY) puelsIOpun 0} pasn SI [00) SH Y ‘sisA[eue
SIy) sopIsag sjuouoduiod JNSIUTULIANOP Y} I8 SOUO
19410 3y} PUB IOIARYIQ OUSLYI0IS ) ST JIN ISIY Y}
SW[ | ‘ST jey) ‘sjuswoAouwl AIejunjoA sjuasaidar SN JoyIo
‘sanfea 1o1paid pue | -qoid eorSojomou yim o[d | Jo wns Yy pue Jowan Arejunjoaur sjuasardor AT 11y ‘(SH) ‘syuouoduwod
pajoadxa oYy usom) | -oad ur Joraeyeq ArejunjoA | oy ‘sioyine o) SUIpI0odY "SI JUSIYIp oul pasod | wnnoadg 1eqIH pue (NH) | OUSIUIWLIOP PuB dNSEYd0Is )
00°S -0q Joird parenbg | woij siowarn YSINSunSIp 0], | -WO0d3p SI sALds own e ‘poypowr qINF oyl Suikjdde Ag | uonisodwosoq apojy [eoutdwyg | jo soousnpur dy) ozAeue of, [6]
91008 uonen[eAg [eon POYIIN sanbruyoa, JXUOD) 0yINy

Rios & Mello

"MITAQI QINJBIAN] JNBWAISAS oY) AqQ Pa3o9[[od s1aded [[e Jo Arewrwuns v :g|

aIqeL

INFOCOMP, v. 11, no. 3-4, p. 31-46, September-December 2012.



‘uonoadsur fens

‘KNIATIOR TR[OS
Jo uoudwouayd Surdueyo

*K10A1OAdSaI ‘S[1RIOp PUB SIUIIOYJI0D JO SAN[eA ATeId
-A® o) Suisn AQ Po)oNNSUOIAI ST [RUSIS AU ‘UOTIONPAT
ASTOU 1)y "SIUAIOYJA0O 1O[ABA SUm09[as 10 paonp
-01uI ST I0)0B] JUBUIWILIOSIP A[9AnNdepR UR S[IYM ‘S3[BOS
juade(pe ur sired [1e19p oy Jo sIsA[eue dy) I0J pasn ST
uone[aLod [eneds ayy ‘sfeuSis [njosn Sunoenxd J1og
((VSS) sisA[euy wnnoadg ren3urg ay) £q po[puey are
SIUAIOYFo00 dewrxordde oy ‘siy) 104 sa[eos uonisod

A Systematic Lit. Rev. on Decomposition Approaches to Estimate Time Series Component 45

009 -1A pue ‘GSIN NS | 9y Inoge soues  owl] | -woodp [ewndo oy sourualep poyow pasodoid ay g, "VSS pue j9[oAeM-[en | somds owm Asiou 9soduroodp of, [91]
‘uorsued
-X9 IoYSIJ-ysiuIo) Yy Aq pajewrxoxdde st poysaryy
159) YL, 's[eusis Jo roqunu pazisayjodAy Afewrxew
"SYIOMIAU SSA[AIIM | a 10] A[uo sajewnsa A sandwod wypLose pasod
ur  speuueyo  uoneorunw | -oixd oy sfeuSIs JO SIOQUINU UMOUYUN UE IOJ dInp 159) s1sayjodAy *SOLIOS QW) B WOIY
oSt NS | -wod juareyip Ajnuapl o], | -9d0id uonewnss TN pueqpeolq & padooadp SI )] | pue ‘uonewnss A pueqpeolg | [eudis umouyun eredes of, [L]
's19[eARAN JO uoneordde
) £q pajerouds sqreop ozATeuE 0) YD SOSn Yorym *SOLIOS QW)
0S°S NS *SOLIOS QW [IARYJ | ‘IO)[J MOU B pue P[OYSAIY)-}Jos Mmau e pajuasald st | 'VOd Pue 19[oABA | ul sjuasaid asiou oY) 2onpal 0, [7]
'V Dd Teadul] woyradino 01 uaaold usaq dAey YyIIyM
sonbruyoo) Sursioudp paseq-y D4 Suisn pauriojiod
st uonisodwooop ay) ‘ouo Ise[ Ay u] ‘sonbruyod
Suristouop oanosford [eoo] WM (GAFD) uonisod
-wo0o9(] 10100AULSTH paziferousn) e Suisn A[[eoreiq
-o3[e sworqoid (SSg) uoneredog 2dinog purg Sur
-A[OS JO SBOPI QUIqUWIOD sIoyne ‘onbruyod) puooss
oy up uouRId (TAN) WPSueT uonduosag wnwir
-urjy] Sursn pajooes are anbruyosy oyl £q pasn s1oj0
‘uonoads -wrered oy, -ooedsqns osiou+[euSIS SunsaIAuI Isowt
-Ul [ensIA pue ‘sis A[reansneis ay) 199)9p 01 pasn sI YOI [B0T ‘Quo *SOLIOS QW)
0S¥ -ouny ‘SN “UINS ‘sureyo urdjoid ozATeue o], | IsIy oy :senbruyod) juerapyip a1y dsodoid sioymny TAN PUe ‘vOd ‘VDI | ul sjudsaid asiou ayj donpal o, [s1]
"ULIOJSUBI], J[oARAN Sunjr-renq Aq paure)
-qO S[IE)Op puk SJUIOYJe0d Jo sisK[eue ) ur pakord
-wR A[eAnoadsar are wiyLod[e JUOIP JudAlpeIs pue
"KIanoe rejos Jo | (ySS) sisAfeue wnnoads renSurs oY) ‘OsIou onparx
‘uonoadsur fens | uouswoudyd SurSueyo oY) | 0) JOPIO U] SIO[AABA\ SunjII-[en( Sosn jey) poylow Jo[oARM Sumyly *SOLIOS QW)
0S°S -1A pue ‘yOY NS | Juoesaxdor yorym soues owil], | uononpal astou odnoeyd oandepe ue posodoid st )y | -[enp pue uadop jualpeld ‘ySS | Astou pue onoeyd asodwoodp o, [97]
(adv)
Aysuop Kypiqeqord
opmydue pue "SHIOM)QU SSO[IIM -10301pa1d ® se pasn
‘uonoadsur  [ensiA | Ul SoZESSOW  JAIJAI-PUB | SI [9powr paurelqo dy) ‘raded mou sup ur Ing ‘[p¢] ur ‘l6€]
009 ‘s]00)  [ednsnelS | -puds [opowr pue Apms of, | pojuesord A[snoraord sonbruyoo) owes oy osn SIOYINY (VSS) VSd | Jo uorsuaxo ue st yoded oy, lov]
(ddv) ‘Seousnpur Iy
Aynsuap Aypiqeqoxd 0] SUIPI0OIE PI[opOW Ak AY) ‘UAY) PUB ONSTUTULIDIIP
opmdue pue "SHYIOMIQU SSI[AIIM | IO DNSBYI0IS JAYIID S PazLIddeIeyd are dojs snoraaid
uonoddsur  [ensiA | Ul soSessowl  QAIO0AI-pUR | AU} UI PAJORNX? sjuduodwiod Ay, 'SILIAS owir) pIzA| *SOLIOS QW) JO (SaIn)
009 ‘S[00)  [eonsnelS | -puds [opow pue Apmis 0], | -eue oy} uo onbruyosy ySS oy Ajdde sioyne Ising (VSS) VSd | -vej 10) sjuauodwiod joenxe o, [6€]
*SOLIOS QWIT) Jeaul|
-uou pue Ieaul] 10j synsal poo3 sopiaoid anbruyod
oy Jo uonedsrdde oyy, 19p10 UAAIS © Jo IAY (YIJ)
asuodsar as[ndwl uoneIp-AIuY 159q AY) SB [[BUWS SB *syuauodwod dNSIUTULIS)
st ‘feusts Surkropun papunoq £19A9 10J 0119 parenbs -9p pue d1Seyd0)s Ay} SuruIIep
0S'S NS 'soLIas own) onoyIuAS | Joquiks-rad yorym ‘pasodord st 10y [esIoAUN Y 1Y YT pue gSIN | -un ‘sauies owr) e asodwosap o, [z€]

Rios & Mello

INFOCOMP, v. 11, no. 3-4, p. 31-46, September-December 2012.



‘suonorpaid wie)-3uof 9Ind
-9Xd 0} JOPIO UI SOLIOS W)
[eOURUY  JO IOTARYDQ 9y}

*sjuauOdWod JNSTUIULIAIOP JO SIOINOS
[eIoAds 9Z1uS00a1 0) pue sjueuoduwiod onseyd0)s AJn
-uopr 0} ‘uoneredos Aouonbaiy uo paseq uonisodwod
-9p [euSis ® urelqo 0} SMO[[e poyjow SuipjoysaIy)
SIY], ‘[PAQ] [IBIOp 2y} 0) paje[al I[nI JuIp[oysaIy) e

‘sjusuodwod
urew sy ojut ([eudIs se 0) paLdy

A Systematic Lit. Rev. on Decomposition Approaches to Estimate Time Series Component 46

00°S ‘uonoadsul [ensiA | puelsiopun pue [opow O] | uo paseq st yoroidde uonisodwoosp pasodoid ayj, "ULIOJSURI], J9[OABAN | -910S[e) SaLIas aw  ajeredas o, [og]
a1npadoid ppe
-de[10A0 UB SUISN BIEP JO SOUWILI} PAJONISUOII 3Y) Ful
-uIquiod £q paure}qo uay) AIe UoneIoXa Ay Jo syuauod
-WOJ dNSBYI0)S PUB ONSIUTULINAP ) ‘A[[eur] ‘Wi
-o5[e oATeIoN UB SUISN PIJONIISUOIAI I8 [eNPISAT )
Jo syuauodwod uone)IoXa oMl Ay ‘uay [, ‘wnnsdo)) Sur
-SN UONBIIOXA JO SJuauoduwod JNSIUIULIDP PuE ASIou
Jo suordar Aouonbayy Jo uonEOYNUIPI UB SANIIX
‘speuSis yodads | 1 ey Iy sisK[eue (J7) 9ANOIPaIld Jeaur] Suisn
onoyuks pue Jemjeu jo | sjuouodwiod 19y pue uoneldxad oewrxoidde ue ojur *SISA[eUY 9ANOIPald | 'SOLIas dwn Astou e woj sjuduod
0S¥ ‘uonoadsur ensip | [eroaes  osodwiooop 0, | yooads Jo uoneredas B 9nooxa spoyiouwr oYy ‘A[[enIu] | JIesur] pue WIOJsURI], JOLNOJ | -WI0D ONSTUIULIANAP ) JOBIXI O, [8]
*SOLIaS QuiT) ASIOU © WO}
‘sresenb pue sarxe[es | syuauodwod JNSTUTULIRIAP Y} JoenXd 03 ‘Ayuanbasuod
119JA9S w01y soues uojoyd | ‘pue $HUAIOYJ0O 19[ARA, U0 parjdde oq 01 ploysary)
Ker-x oy ur yuouodwod o1} | poo3 e auyap 0) YD SN sIoyIne ‘Jey) I}y SILIoS 'SQLI9S AwN ASIou € wolj sjuduod
00°S 'uonoadsul [ensIA | -SIUIUIP oY) JoeNX0 Of | owrn 9zA[eue 0) WLIOJSUBIL JO[OABAA SOSN poyjduw Y, "VOd Pue WIOJSUBI] JO[OABAY | -WIOD OISTUIULIAP ) JORI)XD O], [sz]
-astou snjd ssaooxd
o1Seyo0)s UeIssnen) ueow-o1oz € snid puern onsurw
-13)op 9[eds-a3Ie[ ® ojul pasodwodsp aq ued ssavoid
PAAISSQO Y] JRY) JWINSSE SIOYINE ‘SIY) 1O "BIRp ASIOU *sjuauodwIod dNSIUTULId)
'$[00) wolj S[eusIs YJoows-asimaddrd umousyun SULIA0II -Op pue dNSeyd0)s ) SuruIpIop
00°S [eonsnels pue SN *SOLIOS QWIT) ONOYIUAS | J0J poylow dFeyuLIys J[oAeA mou & asodoid sioyiny "ULIOJSURI], JO[OABAN | -UN ‘SALIas owir) © 9sodwooap o, [L1]
‘syuauodwod wopuer
(VLSD | Aouonbaij-ySiy aaowar 0y paridde are sonbruyoa) uon
'sjooy | - ejep Apewoue omjerad | -09)ap [BONSHE]S ‘UAY) PUE ‘SISA[eue (AT Aq PIOeNXd ‘sjuauodurod onsIuTuIS)
[eonsnes pue | -wo) d9eyns [eqo[3) [eudis | ore ssa001d 9SIOU WIOPURI AY) WIOIJ PAONPUI SIASBIRP -9p puR ONSeYd0)s Ay} FuruIjIop
0S°S uonoddsur  [ensiA | o3ueyd oewr[o 109)9p o | oewnd jo syuouodwod Aouonbayy-ysiy oy ‘Aqeniuy ‘vOd pue N9 | -un ‘soues awr e 9sodwossp o, [¥2]
*S]00) ‘uemIe], *sjuauodwod dNSIUTULId)
[eansnes pue | ‘WO-IYD 1 ‘6TINDL uon -9p pUE ONISEYS0)S Ay} SuTUI[Iop
009 uonoddsur  [ensIA | -BlS wolj p10da1 aenbyreq '§°G UOIOAS UI PI[IBIOP SeM POYIdW A, 'SH pue N9 | -un ‘soues owr) e 9sodwosap o, [81]
JURISUOD ST
SHIAI Jo porad aSeroae Surpuodsariod ayy £q SAIA] JO
Kyisuap £31ou2 2y Jo 1onpoid ay) Jeyy Aeys 0) uonenb
ue paALdp A3y ‘SJIA] JO BNOads 1910 Ay Jo son
-1odoid ay) woig -estou Ay jo senedoid [eonsners
SNOLIBA 91} J0J SuoIssa1dxa [eonA[eue [euonippe paonp
-ap aaey Aoy ‘Surpuy [esrndwd oy uo paseq "poylouwr
*S[00} ANd Jo uoneordde oy woly uUIEIQO AIAM YITYM "UOTIRULIOJUT [NJasn
[eonsnes pue ®1ep (JOS) | ‘SHINI ol asiou Aym pAnqusip Aqurojiun ursod urejuod syuauoduwod S pue SoLI
0S°S uonoddsur  [ensIA | XOpuJ UONE[[IOSQ WRYINOS | -Woddp AQ S)uaWLIAdX? [ESLIOWNY JNO PILLIED SIOYINY ‘QING | -9 dwn B IOYIoyM QUIULIdIOP O], [z¥]
‘TeusIs ONSIUTULIAP
Q) woIj asIou dA0waI 0) (YD) sisA[euy jusuodwo) *syuauodwod dNSIUTULIS)
juopuadopu] Suisn pazA[eue aIe S2INIX9) JUBI[NSAI AY) -9p pue d1Seyd0)s Ay} SuruIIep
00 ‘IS pue vOI *SOLIOS OWIT) OOYIUAS | ‘pue SOLIds dwn ul SIsA[eue 9ouarnoal e Ajdde sroyiny "yOI pue jo[d 90UeLIOdy | -un ‘sorIds aw & asodwodsp of, [8¢]

Rios & Mello

INFOCOMP, v. 11, no. 3-4, p. 31-46, September-December 2012.



