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Abstract. Energy consumption and prolonging network lifetime are a primary challenge in many
studies on Wireless Sensor Networks (WSN). Thus, since radiocommunication and routing protocol
transmission are in general the main cause of power consumption, different techniques proposed in lit-
erature to improve energy efficiency have mainly focused on limiting transmission/reception of data. To
this aim, we propose an adaptive and efficient technique based on compressive sensing for improving
the performance of routing in wireless sensor network. The performance of our technique is evaluated
by applying it to PEGASIS (power efficient gathering in sensor information systems), which is one of
the most popular protocols for routing in wireless sensor network. A comparison of PEGASIS and PE-
GASIS with Huffman coding shows the advantage of the proposed technique in terms of reducing the
energy consumption and network lifetime.
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1 Introduction

Wireless sensor networks (WSNs) can be used for a
wide variety of applications dealing with monitoring
(health environments, seismic, etc.), control (object
detection and tracking), and surveillance (battlefield
surveillance, perimeter and topology discovery [2, 1, 3].

Regardless the application in which the sensor
network is serving, the data generated in the net-
work eventually must be delivered to the sink. How-
ever, the limited network bandwidth, node/link failure
along with the unreliable communication medium pose
great challenges on the sensor network communication
paradigms.

The simplest approach to collect data from sensor
nodes is direct one where each sensor node transmits
the data directly to the base station (BS) which is lo-
cated far away. The Cost of data transmission from each

sensor node to BS is very high, thus nodes die quickly
and hence reducing the lifetime of the network. There-
fore, use a few transmissions as possible leads to ef-
ficient energy utilization. Routing protocols from one
of the most important communication paradigms that
greatly affect the performance of the wireless sensor
networks; so that designing routing protocols for sensor
networks is a vital aspect. Many routing protocols have
been proposed [4, 5, 6] in which consider reducing the
amount of data transmissions in a WSN by fusing (or
aggregating) these sensing data. In particular, the data
aggregation techniques usually select a subset of sensor
nodes (called aggregation nodes) to collect the sensing
data sent from their neighboring sensor nodes and then
fuse these sensing data. In this case, the amount of sens-
ing data transmitted to the sink can be significantly re-
duced.
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One example of routing protocols in WSNs is Power
Efficient Gathering in Sensor Information Systems (PE-
GASIS) [6]. PEGASIS protocol distributes the energy
load evenly among the sensor nodes in the network. PE-
GASIS protocol uses Greedy algorithm to form a chain
of the sensor nodes starting from the node farthest to
the sink node then randomly selects a leader for the
formed chain. Each node in the chain receives from and
transmits to close neighbors and continue communicat-
ing in their turns until the aggregated data reaches the
leader which transmits them to the base station (BS). In
that protocol, sensor nodes suffer from heavy data traf-
fic. As a result, compression methods are often adopted
to reduce the data size and reduce the required band-
width for transmitting data (i.e., reducing the energy
consumption arising from communications). Compres-
sive sensing [8] and Huffman coding [9] are the rep-
resentative examples of compression methods. In this
paper, we propose a technique called ECST which is an
adaptive and efficient compressive sensing based tech-
nique to improve the performance of routing in wireless
sensor network by compress sensor reading while relay-
ing them to the base station.

The rest of the paper is organized as follows: Sec-
tion 2 briefly review related work. Compressive Sens-
ing background is presented in section 3. In section 4,
we introduce our approach to carry out the proposed
problem. In Section 5, we give an example scenario.
The simulation of our approach is presented in section
6. In section 7, we conclude our work.

2 Related Research

During the past few years surveillance and monitoring
applications using WSNs have attracted a lot of atten-
tion from the research community. The associated func-
tionalities form a canonical class of applications which
can be feasible only with WSNs. The work presented
in this paper has been inspired by various existing re-
search efforts. Due to the severe energy constraints
of the large number of densely deployed sensor nodes,
various routing protocols for wireless sensor network
are discussed and compared. For example, flooding is
a technique in which a given node broadcasts the re-
ceived data and control packets to the rest of the nodes
in the network. This process is repeated until the des-
tination node is reached. Note that the flooding tech-
nique does not take into account the energy constraint
imposed by WSNs. So that, when it is used for data
routing in WSNs, it leads to the problems of implosion
and overlapping [17]. To overcome the shortcomings of
flooding, another technique known as gossiping can be
applied [18]. In gossiping, upon receiving a packet, a

sensor would select randomly one of its neighbors and
send the packet to it. The same process is repeated un-
til all sensors receive this packet. Using gossiping, a
given sensor would receive only one copy of a packet
being sent. While gossiping tackles the implosion prob-
lem, there is a significant delay for a packet to reach
all sensors in a network. LEACH (low energy adaptive
clustering hierarchy) [4] is the first hierarchical cluster-
based routing protocol for WSN. LEACH protocol par-
titions the sensor nodes of WSN into clusters; each clus-
ter has cluster nodes (CNs) and cluster head (CH). CH
receives data from CNs in their cluster, aggregates the
data, and forwards them to the sink. LEACH proto-
col achieves even energy dissipation by randomly re-
choosing CH at regular intervals. It leads to an eight
times improvement compared to the direct transmission
protocol. An Efficient clustering protocol in the large
scale WSN [5] is self-organizing and adaptive multi-
hop clustering protocol that uses efficient MAC to dis-
tribute the energy load evenly and guarantee minimum
energy consumption for large scale WSNs and the ones
that deployed in frequently ideal environments due to
low data occurrence. PEGASIS (Power-Efficient gath-
ering in Sensor Information Systems) [6, 11, 13], intro-
duces only a routing protocol that is near optimal for
a data-gathering problem in sensor networks and didn’t
assume any kind or type of data compression. The main
idea of the PEGASIS protocol is the formation of a
chain among the sensor nodes so that each node will
receive from and transmit to a close neighbor. Gathered
data moves from node to node, get fused, and eventually
a designated node transmits it to the BS. The PEGASIS
protocol achieves improvement varies between 100 to
300% when1%, 20%, 50% and100% of nodes die in
the deployed field compared to the LEACH protocol.

In [23], Zytoune et al. present a Stochastic
Low Energy Adaptive Clustering Hierarchy protocol
(SLEACH), which outperforms the LEACH when the
interesting collected data is the minimum or the maxi-
mum value in an area. SLEACH uses the same method
proposed in LEACH for forming clusters. Once the
clusters are formed, the cluster head broadcasts in its
cluster a data message containing its measurement as-
suming the pertinent value. Only the nodes, having
most significant data, send their messages towards the
cluster-head.

In [19], the authors extend the SLEACH algorithm
by modifying the probability of each node to become
cluster-head based on its a required energy to trans-
mit to the sink. Their contribution consists in rota-
tion selection of cluster heads considering the remote-
ness of the nodes to the sink, and the network nodes
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residual energy. In [20], the authors proposed an al-
gorithm called TB-LEACH which is an improvement
of LEACH. TB-LEACH constructs the cluster by us-
ing an algorithm based random-timer, which doesn’t re-
quire any global information. The work described in
[22] proposed Variable-Round LEACH (VR-LEACH).
VR-LEACH changes the round time according to the
residual energy of the cluster head at the beginning of
the round, the energy cost in every frame and the con-
stantsλ. In VR-LEACH a constant value forλ and the
frame timeµ are determined each round time, where the
values ofλ, andµ experimentally defined. The work
in [21] proposed Energy-LEACH (E-LEACH) protocol
which is an improvement of LEACH.

All the above routing protocols cannot satisfy the
huge data traffic on wireless sensor networks. So, it is
effective to apply compression before transmitting data
to reduce total power consumption by a sensor node.
For these reasons, researchers have therefore designed
and developed various compression algorithms specifi-
cally for WSNs. There are two general approaches for
data compression in WSNs . One is the distributed data
compression approach [7, 10] , and the other is the local
data compression approach [16].

The Local data compression approach is based on
temporal correlation in WSNs. One example of this
approach is Huffman coding[9]. Huffman coding is a
lossless compression algorithm, it uses a variable length
code according to the occurrence frequency of sym-
bols. Therefore, short bits are allocated to high frequent
symbols and long bits are allocated to the relatively
low frequent symbols. The main disadvantage of lo-
cal data compression algorithms is that large number of
complex computations necessary by individual sensors
in the network. These complex computations increase
processing and power consumption and are therefore
not a good fit for WSNs. Distributed data compression
is based on the idea of reducing the complex computa-
tions required by the individual sensors of the network
and exploiting correlated data at the sink node; exam-
ple of distributed data compression can be found in [7].
The main disadvantage of this approach is that they pre-
define certain data to be main data and other data to be
side data.

A new concept of signal sensing and compression
has been developed [16, 8] called compressed sensing
(CS), or compressive sensing. CS can sample a signal
far below the Nyquist rate if the signal has a sparse rep-
resentation in one basis. In CS, the signal is sampled
and compressed simultaneously and accurately recon-
structed with high probability.

The work presented in [12] is the first work com-

pletely introducing compressive sensing to wireless
sensor network, named Compressive Data Gathering
(CDG). It shows a routing tree in which the sink has
four children. Each of them leads a subtree. Data gath-
ering and reconstruction are performed on the subtree
basis. In order to combine sensor readings while re-
laying them, every node needs to know its local rout-
ing structure. It focuses on the introduction of the con-
cept, rather than analyzes and solves the energy balance
problem. Furthermore, the work did not consider the
effect of the choice of the coefficient matrix on the in-
formation content and dependent on grid topology as-
sumptions which are not suitable with many real appli-
cations of wireless sensor network.

In this paper, we propose an adaptive and effi-
cient CS based technique (ECST) to improve routing in
wireless sensor network, considering that the compres-
sion scheme designed for WSNs should be lightweight,
and the computational requirements of the algorithms
should be low for efficient operation due to WSNs con-
straints in terms of hardware, energy, processing, and
memory. ECST reduce the energy consumption pro-
longing the life of the whole network remarkably. The
Simulation shows that the proposed protocol achieves a
longer network lifetime compared with PEGASIS, and
PEGASIS with Huffman.

3 Compressive Sensing Background

In WSNs, the distributed sensors observe physical
changes in designing area. Since each sensor observes
similar physical changes, the signals observed from
each sensor have much correlation. The correlated sig-
nal can be compressed for reducing data. The conven-
tional compression (e.g., Joint Entropy) for WSN re-
quires communication between nodes and exploits cor-
related data in the compression process. Such a trans-
mission strategy makes the network system complex.
In contrast to the conventional schemes, Compressive
Sensing is a new decentralized compression technology
that achieves low complexity at the individual sensors,
and its ability to exploit correlated data.

Compressive sensing (CS) is a new theory of sam-
pling in many applications, including data network,
sensor network, digital image and video camera, medi-
cal systems and analog-to-digital convertors [14]. CS
enables a potentially large reduction in the sampling
and computation costs for sensing data that have a
sparse or compressible representation without relying
on any specific prior knowledge or assumption on data
[8]. The compressed sensing theory points out that any
sufficiently compressed data can be accurately recov-
ered from a small number of measurements without go-
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ing through many complex signal processing steps.
The fundamental idea behind CS is to provide a

direct method which acquires compressed samples
without going through the intermediate stages of
conventional compression. In addition, the CS provides
several recovery routines which the original signal can
be regenerated perfectly from the compressed samples
[8].

3.1 Mathematical Definition

Consider a real-valued,finite-length, one-dimensional,
discrete-time signalx, which can be viewed as an
N × 1 column vector inRN with elementsx[n], n =
1, 2, ..., N . Any signal inRN can be represented in
terms of a basis ofN × 1 vectors{Ψi}

N
i=1. For sim-

plicity, assume that the basis is orthonormal. Using the
N × N basis matrixΨ = [Ψ1|Ψ2|Ψ3|...|ΨN ] with the
vectorsΨi as columns, a signalx can be expressed as

x =
N
∑

i=1

siΨi or x = Ψs (1)

wheres is theN × 1 column vector of weighting
coefficients. The matrixΨ ∈ RN×N is an orthonormal
basis. The signalx is K-sparse if it is a linear combi-
nation of only K basis vectors; that is, only K of thesi
coefficients in equation 1 are nonzero and(N −K) are
zero. The case of interest is whenK << N . The sig-
nalx is compressible if the representation in equation 1
has just a few large coefficients and many small coeffi-
cients. The compressive measurements y (compressed
samples) is obtained via linear projections as follows :

y = Φx = ΦΨs = Θs (2)

,where the measurement vector isy ∈ RM ,with
M < N , andΘ = ΦΨ is the measurement matrix
Θ ∈ RM×N .

4 Efficient Compressive Sensing based Tech-
nique (ECST)

In this section, we outline our ECST technique for im-
proving the performance of routing protocol in wireless
sensor network which based on compressive sensing
(CS) technique. Unfortunately, the computational com-
plexity of CS makes it inefficient to be adopted directly
in sensor nodes. The reason behind that is the energy
limitation of sensor nodes. For that, our proposed tech-
nique shifts the computational complexity from the sen-
sor nodes to the base station, where most of the compu-
tations will be at the base station and only minor com-
putations will be at each sensor node. The contribution

Figure 1: The flow chart describing the process of over-
all operations in our approach.

of this paper is summarized in three phases; Chain Con-
struction and Leader Selection Phase, Data Compres-
sion and Gathering Phase, and Reconstruction Phase.
Fig. 1 shows the flow chart of our ECST technique.

4.1 Chain Construction and Leader Selection
Phase

4.1.1 Step One

The base station generates global seedξ and broadcasts
it to the entire network.

Upon the global seedξ is received by each node
(nj) in the network, nodenj generates its own seed
usingξ and its unique identification (nj .id), and then
generates the corresponding series of coefficientsαj =

INFOCOMP, v. 12, no. 1, p. 1-9, June 2013.



Osamy et al. Efficient Compressive Sensing based Technique forRouting in Wireless Sensor Networks 5






Φj1

...
ΦjM






, that will be used to compute its measure-

mentyj . These coefficients can be reproduced at the
base station given that the base station knows the global
seedξ and the identifications of all nodes.

Therefore, the global seedξ can affect both the co-
efficient of a measurement and the information content.
For that we propose an adaptive technique, in which
the base station decides whether it need to dynami-
cally change the global seedξ or not upon calibration
the measurement with a random small number of sen-
sor reading which return to the sink from time to time.
After that, the base station broadcasts the new global
seed to the entire network and sends a message to chain
leader and waits for the measurement vectory to return.

• ECST construct a chain as in PEGASIS, wherein
it starts with thefurthest node c0 from the BS and
add itself to the chain, thenc0 updates the chain list
with the closest neighbor nodec1. Nodec1 repeats
the same step by updating the chain list with the
closest unvisited neighbor node and so on till all
the nodes are included in the chain. This method
of communication reduces the power consumption
required to transmit data per round.

• At each roundr, chain leader is selected randomly
at a random position in the chain. A chain mem-
ber node considers itself as a chain leader, if its
identification number equalsr mod N , whereN
represents the total number of nodes.

4.2 Data Compression and Gathering Phase

The main objective of this phase is to compress sen-
sor readings and gather it to reduce global data traffic
and distribute energy consumption evenly to the pro-
long network lifetime. In order to combine sensing
reading while relaying them, every nodeci computes
the measurementyi = αidi and transmits the measure-
ment yi to ci+1. After that, nodeci+1 computes the
measurementyi+1 = αi+1di+1 and transmitsyi+yi+1

to ci+2. Onceci+2 received the values, it computes its
measurementyi+2, adds it to the sum of relaying val-
ues and transmits the combined value to next node in
chain list (with respect to the chain leader position in
the chain list)and so on till the chain leader. Finally, the
chain leader transmits to the base station the message
containing the weighted sum of all reading in the chain.

The operations in this phase will be as follows:

• If chain leader at the end of chain list:

– The chain leader passes a token message to
the first nodec1.

– Node c1 computes measurementy1 and
transmits the measurementy1 to c2.

– Nodec2 computes the measurementy2 and
transmitsy1 + y2 to c3, and so on till chain
leader.

– Then the chain leader node receives data
from cN−1 computesΣN

i=1 yi and transmits
it to the base station.

• If chain leader at the beginning of chain list:

– The chain leader passes a token message to
the last node of the chaincN .

– Node cN computes measurementyN and
transmits the measurementyN to cN−1.

– Node cN−1 computes the measurement
yN−1 and transmitsyN +yN−1 to cN−2, and
so on till chain leader.

– Then the chain leader node receives data
from c2 computesΣ1

i=N yi and transmits it
to the base station.

• If chain leader at position(j : 1 < j < N)) of
chain list:

– The chain leader passes a token message to
the first node of the chainc1 and to the last
node of the chaincN .

– Node c1 computes measurementy1 and
transmits the measurementy1 to c2.

– Nodec2 computes the measurementy2 and
transmitsy1 + y2 to c3, and so on till chain
leader at positionj.

– At the same time NodecN computes mea-
surementyN and transmits the measurement
yN to cN−1.

– Node cN−1 computes the measurement
yN−1 and transmitsyN +yN−1 to cN−2, and
so on till chain leader at positionj.

– Then the chain leader node receives data
from cj−1 andcj+1 computesΣN

j=1 yj and
transmits it to the base station.

The base station receives the compressed data from
the chain leader, then recovers the original data from
the compressed data using a CS recovery algorithm as
shown in the next phase.
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4.3 Reconstruction Phase

In densely deployed sensor networks, sensors have spa-
tial correlations in their readings. LetN sensor read-
ings form a vector (d = [d1, d2, . . . , dN ]T ), then d
is a K-sparse signal in a particular domainΨ. De-
noteΨ = [Ψ1|Ψ2|Ψ3| . . . |ΨN ] as the representational
basis with vectors{Ψi}

N
i=1 as columns, andX =

[x1, x2, ..., xN ]T are the corresponding coefficients.
Thend can be represented in theΨ domain as:

d =

N
∑

i=1

xiΨi or d = ΨX (3)

Where, theΨ matrix describes the correlation pat-
tern among sensor readings. It is utilized only in data
recovery process, and is not required to be known to
sensors. According to equation (1), the base station is
able to reconstruct sensor readings through solving an
L1-minimization problem:

minx∈RN ‖ X ‖l1 s.t y = Φd, d = ΨX (4)

In particular, Orthogonal Matching Pursuit for Sig-
nal Recovery (OMP) algorithm [15] can be used by the
base station to solve the aboveL1-minimization prob-
lem.

To identify the ideal signalx, we need to deter-
mine which columns ofα participate in the measure-
ment vectory. The idea behind the algorithm is to pick
columns in a greedy fashion. At each iteration the base
station chooses the column ofα that is most strongly
correlated with the remaining part ofy. Then we sub-
tract off its contribution toy and iterate on the residual.
After M iterations, the algorithm will have identified
the correct set of columns.

5 Example Scenario

In this section, we provide a simple example, with
step by step explanation of our algorithm. Assumed
that, ten sensor nodes (N = 10) are randomly de-
ployed in a region of size100 × 100 with a base sta-
tion (BS) located at the center of the network. Where,
the nodesn1, n2, n3, n4, n5, n6, n7, n8, n9,andn10 are
located at (65,90), (72,56), (32,69), (37,6), (87,84),
(90,68), (41,57), (99,58), (17,15), and (82,84), respec-
tively. Let dN×1 = (2, 4, 2, 4, 5, 1, 5, 3, 2, 5)T is a data
vector in which each data value represents the sensing
data at one node. The algorithm goes as follows:-

• Step One: Nodes are organized to form a chain.
To construct the chain, we use equation 5 to com-
pute the distance (dis) between the nodes and the
base station

dis[(x, y), BS] =
√

(50− x)2 + (50− y)2 (5)

we will have

dis[n1, BS] = 42.72, dis[n2, BS] = 22.80,
dis[n3, BS] = 26.17, dis[n4, BS] = 45.88,
dis[n5, BS] = 50.42, dis[n6, BS] = 43.86,
dis[n7, BS] = 11.40, dis[n8, BS] = 49.64,
dis[n9, BS] = 48.10, anddis[n10, BS] = 46.96

Therefore,n5 will be the first node added to the
chain list (as shown in table 1), since it is the fur-
thest node to the BS.

n5

Table 1: Chain List contains one node

• Step Two:

The chain will be updated with the closest node to
the last added one (n5)by using equation 5 we will
have

dis[n5, n1] = 22.80, dis[n5, n2] = 31.76,
dis[n5, n3] = 57.00, dis[n5, n4] = 92.64,
dis[n5, n6] = 16.27,

dis[n5, n7] = 53.33, dis[n5, n8] = 28.63,
dis[n5, n9] = 98.29, anddis[n5, n10] = 5

Therefore,n10 will be the second node added to
the chain (as shown in table 2).

Repeating the previous processes till all the nodes
added to the chain list(as shown in table 3).

• Step Three:

Let the measurement matrix

ΦM×N = (
−0.629 −0.509 −0.217 1.099
−0.02 −0.0409 0.691 −0.250

0.0891 −0.108 0.258 −0.082
−0.225 −0.251 −0.478 0.434

−0.408 −0.572
1.232 0.405

)

, whereM = 2, N = 10.

n5 n10

Table 2: Chain List contains two nodes
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n5 n10 n1 n6 n8 n2 n7 n3 n9 n4

Table 3: Chain List contains all the nodes

Each node in the chain compute its measurement
as follows :

To compute the measurementy1 for n1 we use the
following equation

y1 = α1 d1 (6)

where d1 = 2 and α1 =

(

Φ11

Φ12

)

=
(

−0.62
0.028

)

theny1 =

(

−1.259
−0.045

)

.

Similarly,

y2 =

(

−2.037
−0.163

)

, y3 =

(

−0.435
1.383

)

, y4 =

(

4.398
−1.003

)

, y5 =

(

0.448
−1.129

)

,

y6 =

(

−0.108
−0.251

)

, y7 =

(

1.293
−2.393

)

, y8 =
(

−0.246
1.303

)

, y9 =

(

−0.817
2.465

)

, and y10 =
(

−2.861
2.029

)

for n2, n3, n4, n5, n6, n7, n8, n9,

andn10, respectively.

• Step Four:

Let n2 be the chain leader node. Thenn2 sends a
token message ton5 andn4 to start the data gath-
ering process in which:n5 sendy5 to n10, then
computey10 + y5 and send this value ton1.

Noden1 add the received value to its sample and
computey10 + y5 + y1 then send this value ton6.
Noden6 send the valuey1 + y10 + y5 + y6 to n8,
noden8 sent the valuey10 + y5 + y1 + y8 + y6 to
the chain leader noden2.

Similarly, n4 sendy4 to n9 which add its sample
y9 to y4, computey4 + y9 and transmit the result
ton3.Thenn3 sendy4+y9+y3 ton7 ,which send
y4 + y9 + y3 + y7 to the chain leader noden2.

Finally, the chain leader noden2 add its sample
valuey2 to the received values fromn8 andn7 ,

and transmity = ΣN
i=1 yi =

(

−20.77
−0.752

)

, which

containing the weighted sum of all readings in the
chain to the base station. Then the base station will
use a reconstruction algorithm to recoverd from
only (M = 2) measurementsy.

6 Simulation Results

The network has been simulated in MATLAB, with sta-
tistical data gathered to analyze the performance of of
the proposed technique. In our simulation,the sensor
nodes are randomly deployed in a region of size 100
m × 100 m, and the number of deployed sensor nodes
varies from 25 to 100 nodes in the increments of 25
nodes with the base station at location (x=50, y=50).

In order to measure the energy consumption of sen-
sor nodes, we use the same energy parameters and the
radio model as discussed in [4], wherein the energy
consumption is mainly divided into two parts: receiv-
ing and transmitting messages. The transmission en-
ergy consumption needs additional energy to amplify
the signal depending on the distance to the destination.
Thus, to transmit al-bit message a distanced, the radio
power consumption will be,

ETx(l, d) = {
l Eelec + l ǫfs d

2 d < d0
l Eelec + l ǫmp d

4 d ≥ d0
(7)

and to receive this message, the radio expends will be

ERx(l) = l Eelec (8)

Simulated model parameters are set as:
Eelec = 50nJ/bit, ǫfs = 10pJ/bit/m2,
ǫmp = 13

10000
pJ/bit/m4,d0 =

√

ǫfs/ǫmp, and
the initial energy per node=2J .

6.1 Performance Metrics

The performance of ECST technique is compared with
PEGASIS [6, 11] and PEGASIS with conventional
compression (we adapt Huffman coding [9] as con-
ventional compression). The performance is evaluated
mainly, according to the following metrics.

• Energy Consumption: It is the average energy
consumed by all the nodes in sending, receiving
and forwarding operations. The average energy
consumption per round can be estimated as:

E =

∑N

i=1
Ei(r)

r
(9)

WhereN is the number of sensor nodes in the con-
sidered WSN, andr is the number of rounds.

• Network lifetime: It is the time interval from the
start of operation (of the sensor network) until the
death of the first alive node (or until the death of
half of the nodes).

INFOCOMP, v. 12, no. 1, p. 1-9, June 2013.



Osamy et al. Efficient Compressive Sensing based Technique forRouting in Wireless Sensor Networks 8

20 30 40 50 60 70 80 90 100
0

50

100

150

200

250

300

350

400

450

500

Number of nodes

A
v
e

ra
g

e
 e

n
e

rg
y
 c

o
n

s
u

m
p

ti
o

n

 

 

ECST
PEGASIS
PEGASIS with Huffman

Figure 2: Average consumed energy per round as a
function of number of sensor nodes

Number of Nodes
25 50 75 100

ECST 896 757 647 570
PEGASIS 340 298 276 248

PEGASIS with Huffman 692 664 588 477

Table 4: Comparison of Network lifetime with respect
to Half Node Die

Fig. 2, shows the average energy consumption per
round. In fig 2,the number of sensor nodes are varied
from 25 to 100 in increment of 25 sensor nodes. It
shows that, our approach has less energy consumption
compared with standard PEGASIS and PEGASIS with
Huffman coding.

Fig.3, shows the comparison of ECST, PEGASIS,
and PEGASIS with Huffman code in terms of network
lifetime (first node die). From fig. 3, it can be observed
that ECST clearly improves network lifetime over other
techniques. Moreover, fig. 3 illustrates the effective-
ness of ECST in prolonging network lifetime than its
counterparts. ECST offers improvements in network
lifetime by factor of70%,30% over PEGASIS, and PE-
GASIS with Huffman code, respectively.

Table 4, shows the comparison of network life-
time of ECST, PEGASIS and PEGASIS with Huffman
coding with respect to half node die. It can be ob-
served that the half node dies in ECST happens in the
896th round,in PEGASIS it appears in 340th round and
in PEGASIS with Huffman, it comes in 692th round.
ECST is23% better than PEGASIS with Huffman and
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Figure 3: Network life time as a function of number of
sensor nodes

63%better than PEGASIS with respect to Half node die
for network size of 25 nodes.

In summary, our simulation results show that our
CS-based technique minimizes the overall energy con-
sumption and therefore, extends the lifetime of the
WSN. This is due to the fact that if the original data
are compressed by CS-based technique, each sensor
node produces much smaller traffic volume which can
be transmitted to the base station at a much lower trans-
mission power and with a smaller time delay. Moreover,
only the joint recovery at the base station is needed.
Thus, no intermediate stages are required to gather all
of the data at a single location and carry out compres-
sion. In contrast to the PEGASIS with the conventional
compression, it needs to exploits correlated data for
compression in order to made joint compression, which
cause a transmission delay and spend a lot of energy.

7 Conclusion

In this paper, we have proposed an adaptive and effi-
cient compressive sensing based technique for improv-
ing the performance of routing in wireless sensor net-
work. The proposed technique achieves both minimum
energy consumption and increase network lifetime. Ex-
perimental results demonstrate that the proposed ECST
outperformed PEGASIS and PEGASIS with Huffman
coding in terms of the network life time and energy con-
sumption. As part of our future work, we are planning
to investigate how to optimize ECST to work with mo-
bile sensor network.
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